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Abstract

The structure of subspaces of a Hilbert space that are invariant under unitary representations of a discrete group is related to a notion of Hilbert modules endowed with inner products taking values in spaces of unbounded operators. A theory of reproducing systems in such Hilbert modules is developed, providing a general framework that includes fundamental results of shift-invariant spaces. In particular, general characterizations of Riesz and frame sequences associated to group representations are provided, extending previous results for abelian groups and for cyclic subspaces of unitary representations of noncommutative discrete groups.
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1 Introduction

The aim of this paper is to study the structure of subspaces of a Hilbert space that are invariant under the action of unitary representations of discrete groups, and to characterize Riesz bases and frames generated by these representations. This is a central problem in the study of shift-invariant spaces, whose best known examples are provided by those subspaces of $L^2(\mathbb{R}^d)$ that are invariant under integer translations (see e.g. [39, 12, 70, 7, 8, 13, 41, 71, 20]). Shift-invariant spaces have been extensively used in connection with approximation theory, wavelets and multiresolution analysis [11, 28, 27, 71] or with sampling and interpolation theory [2, 36, 62, 35], and have multiple applications in image processing and data analysis [17, 59] and learning [1].

Recently, effort has been devoted towards the study of Hilbert subspaces invariant under the action of wider classes of groups, both with respect to locally compact abelian (LCA) groups [42, 15, 16, 14, 46, 5, 44, 73] and with respect to nonabelian groups [24, 3, 4, 45, 6]. A key role to address shift-invariance is played by Fourier analysis, that in the LCA setting relies on the abstract notion of Pontryagin duality. In order to deal with nonabelian discrete groups, in [4] it was proposed to make use of the Fourier duality provided by the group von Neumann algebra [30, 21], and to work with the associated noncommutative operator spaces. On the other hand, noncommutative notions of Riesz bases and frames, in the setting of Hilbert $C^*$-modules, were introduced in [34], and the understanding of the interplay of questions on reproducing systems in Hilbert spaces with problems of operator algebras and noncommutative geometry has recently seen a rapid development [57, 25, 64, 80, 29, 58].

In this paper we will provide a general characterization in the spirit of [13], by reducing the reproducing conditions in Hilbert subspaces that are invariant under unitary actions of discrete groups to equivalent reproducing conditions in Hilbert modules, expressed in terms of their generators. Such Hilbert modules belong to a class introduced in [50], and their inner product is given by the bracket map [4]. General isomorphisms between the original Hilbert spaces and the associated Hilbert modules will be provided by noncommutative analogues of the fiberization mapping and of the Zak transform. Moreover, a full theory of reproducing systems in such Hilbert modules will be developed, in the spirit of [34], which is able to deal with the natural appearance of unbounded operators.

1.1 Setting

Let us first recall some standard definitions ([26, 61, 43, 19]). Given a separable Hilbert space $\mathcal{H}$ and a countable set of indices $\mathcal{I}$, a family $\Psi = \{\psi_j\}_{j \in \mathcal{I}} \subset \mathcal{H}$ is said to be a Riesz sequence with Riesz bounds $0 < A \leq B < \infty$ if it satisfies

$$ A\|c\|_{\ell_2(\mathcal{I})}^2 \leq \| \sum_{j \in \mathcal{I}} c_j \psi_j \|_{\mathcal{H}}^2 \leq B\|c\|_{\ell_2(\mathcal{I})}^2 $$

(1)

for all finite sequences $c = \{c_j\}_{j \in \mathcal{I}} \in \ell_0(\mathcal{I})$. The system $\Psi$ is a frame sequence with frame bounds $0 < A \leq B < \infty$ if it satisfies

$$ A\|\varphi\|_{\mathcal{H}}^2 \leq \sum_{j \in \mathcal{I}} |\langle \varphi, \psi_j \rangle_{\mathcal{H}}|^2 \leq B\|\varphi\|_{\mathcal{H}}^2 $$

(2)

for all $\varphi \in \mathcal{H}_\Psi = \text{span}(\Psi)$. The system $\Psi$ is a Bessel sequence if the right inequality in (2) holds for all $\varphi \in \mathcal{H}$. 
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We will consider $\Gamma$ to be a discrete and countable group, and $\Pi$ a unitary representation of $\Gamma$ on a separable Hilbert space $\mathcal{H}$. A closed subspace $V$ of $\mathcal{H}$ will be called $(\Gamma, \Pi)$-invariant if $\Pi(\gamma)V \subset V$ for all $\gamma \in \Gamma$. It is easy to see, and it will be proved in Section 2, that for any such space there exists a countable set of generators $\{\psi_j\}_{j \in \mathbb{Z}} \subset \mathcal{H}$, which means that $V$ can be obtained as the closed linear span of the $(\Gamma, \Pi)$-orbits of $\{\psi_j\}_{j \in \mathbb{Z}}$:

$$V = \text{span}(\Pi(\gamma)\psi_j : \gamma \in \Gamma, j \in \mathbb{Z})^\mathcal{H}. \quad (3)$$

The main problem that we will address is then to characterize when a countable family $\{\Pi(\gamma)\psi_j : \gamma \in \Gamma, j \in \mathbb{Z}\}$ is a Riesz basis or a frame for its closed linear span, providing conditions that extend all previous characterizations.

Closed subspaces of $L^2(\mathbb{R}^d)$ that are invariant under integer translations $\Pi(k)f(x) = f(x-k)$, with $k \in \mathbb{Z}^d$, were studied in the influential works [11, 12, 70, 13] in terms of range functions and Gramian analysis, based on the linear isometric isomorphism, which we refer to as fiberization mapping, given by

$$\mathcal{T} : L^2(\mathbb{R}^d) \to L^2(\mathbb{T}^d, \ell_2(\mathbb{Z}^d))$$

$$f \mapsto \left\{\hat{f}(\cdot + k)\right\}_{k \in \mathbb{Z}^d}$$

where $\hat{f}(\xi) = \int_{\mathbb{R}^d} f(x)e^{-2\pi ix \cdot \xi} \, dx$ is the usual Fourier transform. One of the most relevant result from this approach is the possibility to characterize the structure of Riesz and frame sequences of countably generated systems of translates in $L^2(\mathbb{R}^d)$ in terms of the behavior of the image under $\mathcal{T}$ of the set of generators. More precisely, by [13, Th. 2.3] one has that the system $E = \{\psi_j(\cdot - k) : k \in \mathbb{Z}^d, j \in \mathbb{Z}\}$ is a frame (Riesz) sequence with bounds $0 < A \leq B < \infty$ if and only if the system $E = \{\mathcal{T}\psi_j(\alpha) : j \in \mathbb{Z}\}$ is a frame (Riesz) sequence with uniform bounds $0 < A \leq B < \infty$ for a.e. $\alpha \in \mathbb{T}^d$.

This type of results were then extended for the first time to general LCA groups in [15, 53] with respect to translations by discrete subgroups, while nondiscrete cases as well as the relationship with multiplicatively invariant spaces have been shown to fit within this structure in [14], as well as more general actions of LCA groups [5, 44]. A nonabelian notion of range function, adapted to the structure of translations by discrete subgroups of nilpotent Lie groups that are square-integrable modulo the center, have also been introduced in [24] in terms of the Fourier duality provided by the unitary dual of the Lie group (not of the discrete subgroup), which is parametrized by its center.

Our main tool to consider the problem in full generality will be the non-commutative theory of the bracket map developed in [4] in terms of Fourier analysis over group von Neumann algebras, that we briefly recall here (see also [51, 23, 21, 76, 66, 49] and the discussion in [4]). In this paper we will consider the right von Neumann algebra of $\Gamma$, defined as follows. Let $\rho : \Gamma \to U(\ell_2(\Gamma))$ be the right regular representation, which acts on the canonical basis $\{\delta_\gamma\}_{\gamma \in \Gamma}$ as $\rho(\gamma)\delta_\gamma = \delta_{\gamma\gamma^{-1}}$, and let us call trigonometric polynomials the operators obtained by finite linear combinations of $\{\rho(\gamma)\}_{\gamma \in \Gamma}$. The right von Neumann algebra can be defined as the weak operator closure of trigonometric polynomials

$$\mathcal{A}(\Gamma) = \text{span}\{\rho(\gamma)\}_{\gamma \in \Gamma}^\text{WOT}.$$  

Given $F \in \mathcal{A}(\Gamma)$, we will denote by $\tau$ the standard trace

$$\tau(F) = \langle F\delta_e, \delta_\gamma \rangle_{\ell_2(\Gamma)}$$

where $e$ is the identity element of $\Gamma$, so that $\tau$ is a normal, finite, faithful trace.
Any \( F \in \hat{A}(\Gamma) \) has a Fourier series

\[
F = \sum_{\gamma \in \Gamma} \hat{F}(\gamma) \rho(\gamma)^*,
\]

which converges in the weak operator topology, where the Fourier coefficients \( \hat{F} \in \ell_2(\Gamma) \) of \( F \) are given by

\[
\hat{F}(\gamma) = \tau(F \rho(\gamma)).
\]

Any \( F \in \hat{A}(\Gamma) \) is a bounded right convolution operator by \( \hat{F} \): given \( u \in \ell_2(\Gamma) \)

\[
Fu(\gamma) = \sum_{\gamma' \in \Gamma} \hat{F}(\gamma') \rho(\gamma')^* u(\gamma) = \sum_{\gamma' \in \Gamma} \hat{F}(\gamma') u(\gamma'^{-1}) = u \ast \hat{F}(\gamma)
\]

where \( \ast \) stands for \( \Gamma \) group convolution

\[
u \ast v(\gamma) = \sum_{\gamma' \in \Gamma} u(\gamma' \gamma^{-1}) v(\gamma').
\]

The algebra \( \hat{A}(\Gamma) \) corresponds to the right convolution algebra over \( \ell_2(\Gamma) \), i.e. it is formed by the bounded right convolution operators over \( \ell_2(\Gamma) \). Accordingly, we will denote with \( \mathcal{L}(\Gamma) \) the left von Neumann algebra of \( \ell_2(\Gamma) \), that is generated by the left regular representation \( \lambda : \Gamma \to U(\ell_2(\Gamma)) \), defined by \( \lambda(\gamma) \delta_{\gamma'} = \delta_{\gamma \gamma'} \). The algebra \( \mathcal{L}(\Gamma) \) coincides with the commutant of \( \hat{A}(\Gamma) \), that is the algebra of bounded operators on \( \ell_2(\Gamma) \) which commute with all the operators of \( \hat{A}(\Gamma) \) (more details can be found e.g. in [51, §6.7]).

For any \( 1 \leq p < \infty \) let \( \| \cdot \|_p \) be the norm over \( \hat{A}(\Gamma) \) given by

\[
\|F\|_p = \tau(|F|^p)^{\frac{1}{p}}
\]

where the absolute value is the selfadjoint operator defined as \( |F| = \sqrt{F^*F} \) and the \( p \)-th power is defined by functional calculus of \( |F| \). Following [63, 66, 4], we define the noncommutative \( L^p(\hat{A}(\Gamma)) \) spaces for \( 1 \leq p < \infty \) as

\[
L^p(\hat{A}(\Gamma)) = \text{span} \{ \rho(\gamma) \}_{\gamma \in \Gamma} \| \cdot \|_p
\]

while for \( p = \infty \) we set \( L^\infty(\hat{A}(\Gamma)) = \hat{A}(\Gamma) \) endowed with the operator norm.

When \( p < \infty \), the elements of \( L^p(\hat{A}(\Gamma)) \) are the linear operators on \( \ell_2(\Gamma) \) that are affiliated to \( \hat{A}(\Gamma) \), i.e. the densely defined closed operators that commute with all unitary elements of \( \mathcal{L}(\Gamma) \), whose \( \| \cdot \|_p \) norm is finite (see [77]). In particular they are not necessarily bounded, while a bounded operator that is affiliated to \( \hat{A}(\Gamma) \) automatically belongs to \( \hat{A}(\Gamma) \) as a consequence of von Neumann’s Double Commutant Theorem (see also [51, Th. 4.1.7]). For \( p = 2 \) one obtains a separable Hilbert space with scalar product

\[
\langle F_1, F_2 \rangle_2 = \tau(F_1^* F_2)
\]

for which the monomials \( \{ \rho(\gamma) \}_{\gamma \in \Gamma} \) form an orthonormal basis. For these spaces the usual statement of Hölder inequality still holds, so that in particular for any \( F \in L^p(\hat{A}(\Gamma)) \) with \( 1 \leq p \leq \infty \) its Fourier coefficients are well defined, and the finiteness of the trace implies that \( L^p(\hat{A}(\Gamma)) \subset L^q(\hat{A}(\Gamma)) \) whenever \( q < p \). Moreover, fundamental results of Fourier analysis such as \( L^1(\hat{A}(\Gamma)) \) Uniqueness Theorem, Plancherel Theorem between \( L^2(\hat{A}(\Gamma)) \) and \( \ell_2(\Gamma) \), and Hausdorff-Young inequality still hold in the present setting (see e.g. [4, §2.2]).
A relevant class of operators in von Neumann algebras are the orthogonal projections onto closed subspaces of $\ell_2(\Gamma)$. An orthogonal projection onto the subspace $W \subset \ell_2(\Gamma)$ belongs to $\mathcal{R}(\Gamma)$ if and only if $W$ is an invariant space for the left regular representation, i.e. $\lambda(\Gamma)W \subset W$. A natural source for these projections are the spectral projections of any self-adjoint operator $F$ that is affiliated to $\mathcal{R}(\Gamma)$ (see [75, Prop. 5.3.4]). A special case is the spectral projection over the set $\mathbb{R} \setminus \{0\}$, that is called the support of $F$. It is the minimal orthogonal projection $s_F$ of $\ell_2(\Gamma)$ such that $F = Fs_F = s_FF$, and reads explicitly

$$s_F = P_{(\text{Ker}(F))^\perp} = P_{\text{Ran}(F)}.$$

Finally, we would like to recall to the readers that are less accustomed to von Neumann algebra theory that, when the group $\Gamma$ is abelian, Pontryagin duality identifies the left regular representation $1$ with complex conjugation, between projections onto closed subspaces of $\ell^2(F(\Gamma))$ and the usual $L^\infty(\hat{\Gamma})$ (see e.g. [51, 21] or [4, §5.1]). This isomorphism is the well-known correspondence between convolution and multiplication operators, and provides the main motivation for considering Fourier analysis of discrete groups in terms of their group von Neumann algebra. In particular it allows to translate almost flawlessly the results expressed in terms of operators on $\ell_2(\Gamma)$ into results expressed in terms of functions of $\hat{\Gamma}$, by the rule-of-thumb of replacing $\{\rho(\gamma)\}_{\gamma \in \Gamma}$ with the characters $\{\chi_\gamma : \hat{\Gamma} \to \mathbb{T}\}_{\gamma \in \Gamma}$.

Let us now recall the following definition from [42, 4].

**Definition 1.** Let $\Pi$ be a unitary representation of a discrete group $\Gamma$ on a separable Hilbert space $\mathcal{H}$. We say that $\Pi$ is dual integrable if there exists a sesquilinear map $[\cdot, \cdot] : \mathcal{H} \times \mathcal{H} \to L^1(\mathcal{R}(\Gamma))$, called bracket map, satisfying

$$\langle \varphi, \Pi(\gamma)\psi \rangle_\mathcal{H} = \tau([\varphi, \psi]\rho(\gamma)) \quad \forall \varphi, \psi \in \mathcal{H}, \forall \gamma \in \Gamma.$$

In such a case we will call $(\Gamma, \Pi, \mathcal{H})$ a dual integrable triple.

According to [4, Th. 4.1], $\Pi$ is dual integrable if and only if it is square integrable, in the sense that there exists a dense subspace $\mathcal{D}$ of $\mathcal{H}$ such that

$$\{\langle \varphi, \Pi(\gamma)\psi \rangle_\mathcal{H} \}_{\gamma \in \Gamma} \subset \ell_2(\Gamma) \quad \forall \varphi \in \mathcal{H}, \forall \psi \in \mathcal{D}.$$

Moreover we recall that, by [4, Prop. 3.2], the bracket map satisfies the properties

1) $[\psi_1, \psi_2]^* = [\psi_2, \psi_1]$

2) $[\psi_1, \Pi(\gamma)\psi_2] = \rho(\gamma)[\psi_1, \psi_2]$, $[[\Pi(\gamma)\psi_1, \psi_2] = [\psi_1, \psi_2]\rho(\gamma)^*$, $\forall \gamma \in \Gamma$

3) $[\psi, \psi]$ is nonnegative, and $||[\psi, \psi]||_1 = ||\psi||^2_\mathcal{H}$

for all $\psi, \psi_1, \psi_2 \in \mathcal{H}$.

1 A proof is the following. Since $\mathcal{R}(\Gamma) = \mathcal{L}(\Gamma)' = \lambda(\Gamma)'$ we have that $P_W$ belongs to $\mathcal{R}(\Gamma)$ if and only if $P_W\lambda(\gamma) = \lambda(\gamma)P_W$ for all $\gamma \in \Gamma$. Let us then first assume that $\lambda(\Gamma)W \subset W$. Then also $W^\perp$ is invariant, because for all $\gamma \in \Gamma$, $w \in W$, $w' \in W^\perp$ it holds

$$(w, \lambda(\gamma)w') = \langle \lambda(\gamma)^*w, w' \rangle = 0$$

so $\lambda(\gamma)w' \perp w$, and hence $\lambda(\Gamma)W^\perp \subset W^\perp$. Then $P_W \in \mathcal{R}(\Gamma)$ because for all $u \in \ell_2(\Gamma)$

$$P_W\lambda(\gamma)u = P_W\lambda(\gamma)P_Wu + P_{W^\perp}\lambda(\gamma)P_{W^\perp}u = \lambda(\gamma)P_Wu.$$

Conversely, let $P_W \in \mathcal{R}(\Gamma)$. Then for all $w \in W$ we have $\lambda(\gamma)w = \lambda(\gamma)P_Ww = P_W\lambda(\gamma)w$. 5
Since we are using here a bracket map in terms of the right regular representation, we provide a proof of Property II). This is a consequence of the definition of the bracket map, the traciality of $\tau$ and the $L^1(R(\Gamma))$ uniqueness of Fourier coefficients. Indeed

$$
\tau([\psi_1, \Pi(\gamma_0)\psi_2]\rho(\gamma)) = \langle \psi_1, \Pi(\gamma_0)\psi_2 \rangle_H = \langle \psi_1, \Pi(\gamma_0)\psi_2 \rangle_{\mathcal{H}} = \tau([\psi_1, \psi_2]\rho(\gamma))
$$

$$
= \tau(\rho(\gamma_0)[\psi_1, \psi_2]\rho(\gamma)), \quad \forall \gamma, \gamma_0 \in \Gamma.
$$

The other equality is proved from this result and Property I). This notion of bracket map will be our key object in this study. We recall that it corresponds (by Pontryagin duality) to the notion introduced in [42] in the LCA setting, and, as proved in [6], it coincides with the ordinary Gram operator on a dense set in $\mathcal{H}$.

1.2 Results

We will begin, in Section 2, by discussing a class of isometries, that we will call Helson maps, that are proper generalizations of the fiberization mapping (4) and of the Zak transform, and can characterize dual integrability.

**Definition 2.** Let $\Gamma$ be a discrete group and $\Pi$ a unitary representation of $\Gamma$ on the separable Hilbert space $\mathcal{H}$. We say that the triple $(\Gamma, \Pi, \mathcal{H})$ admits a Helson map if there exists a $\sigma$-finite measure space $(\mathcal{M}, \nu)$ and an isometry $T : \mathcal{H} \to L^2((\mathcal{M}, \nu), L^2(R(\Gamma)))$ satisfying

$$
T[\Pi(\gamma)\varphi] = T[\varphi]\rho(\gamma)^* \quad \forall \gamma \in \Gamma, \forall \varphi \in \mathcal{H}. \quad (6)
$$

Observe that for $\Psi \in L^2((\mathcal{M}, \nu), L^2(R(\Gamma)))$ and $F \in R(\Gamma)$ we are denoting with $\Psi F$ the element of $L^2((\mathcal{M}, \nu), L^2(R(\Gamma)))$ that for a.e. $x \in \mathcal{M}$ is given by

$$
(\Psi F)(x) = \Psi(x)F. \quad (7)
$$

The following equivalence between dual integrability and the existence of a Helson map will be proved in Section 2, see Propositions 11 and 13.

**Theorem 3.** The triple $(\Gamma, \Pi, \mathcal{H})$ is dual integrable if and only if it admits a Helson map.

The role of Helson maps is captured, in Section 3, by Theorem 16, which shows that a closed subspace of $\mathcal{H}$ is $(\Gamma, \Pi)$-invariant if and only if its image under a Helson map is invariant under the right composition (7) with elements of $R(\Gamma)$. This result generalizes the notion of multiplicatively invariant space of [40, 14, 74, 38] to the present setting, and naturally leads to the notion of modules over $R(\Gamma)$, that are vector spaces endowed with a structure of linear combinations with noncommutative coefficients belonging to $R(\Gamma)$.

Furthermore, we will show that the $L^1(R(\Gamma))$-valued bracket map composed with the inverse of a Helson map $T$ endows such modules with an $L^2(R(\Gamma))$-Hilbert modular structure, as the one introduced in [50]. More precisely, we can define an operator-valued inner product as a sesquilinear map on $\mathcal{K} = T(\mathcal{H})$ as

$$
\{\cdot, \cdot\}_K = [\cdot, \cdot] \circ T^{-1} : \mathcal{K} \times \mathcal{K} \to L^1(R(\Gamma)), \quad (\Phi, \Psi) \mapsto \{\Phi, \Psi\}_K = [T^{-1}\Phi, T^{-1}\Psi]. \quad (8)
$$
This map provides an inner product that endows \( K \) and its submodules with an \( L^2(\mathcal{R}(\Gamma)) \)-Hilbert module structure, in the sense of [50], as a consequence of the following characterization.

**Theorem 4.** Let \((\Gamma, \Pi, \mathcal{H})\) be a dual integrable triple with Helson map \( \mathcal{T} \), let \( V \) be a closed subspace of \( \mathcal{H} \), and let \( M = \mathcal{T}(V) \). Then \( V \) is \((\Gamma, \Pi)\)-invariant if and only if \((M, \{\cdot, \cdot\}_K)\) is an \( L^2(\mathcal{R}(\Gamma)) \)-Hilbert module with right composition \((7)\) with \( \mathcal{R}(\Gamma) \).

Inner products taking values in noncommutative \( L^p \) spaces were already considered in [67, 21, 31]. They provide an extension of the theory of Hilbert modules over \( C^* \)-algebras, which dates back to [54] and [65, 69], and that is clearly reviewed in the monographs [56, 60] (see also [33] for an extensive bibliography on Hilbert \( C^* \)-modules and their applications). As \( L^2(\mathcal{R}(\Gamma)) \)-Hilbert modules are far less known objects, we will develop in the rest of Section 3 a theory of linear combinations that is needed for our purposes, i.e. with coefficients that do not necessarily belong to the von Neumann algebra but may be unbounded operators. Also, we will introduce new modular notions of synthesis operator, as the operator performing linear combinations with operator-valued coefficients, and of analysis operators, as the operator providing sequences of \( L^1(\mathcal{R}(\Gamma)) \)-valued modular inner products. In particular, the need of using the result of such a modular analysis as coefficients for a modular synthesis, in order to define a modular frame operator, is what requires the provided extension of linear combinations to coefficients that lay out of the von Neumann algebra.

In Section 4 we will develop a theory of reproducing systems in \( L^2(\mathcal{R}(\Gamma)) \)-Hilbert modules, providing notions of modular Riesz and frame sequences (see Definitions 37 and 45). In particular, with Theorems 49 and 50 we can prove complete characterizations of modular Riesz and frame sequences in terms of bounds on the modular analogues of the frame and Gram operators. We will also prove a modular reproducing formula for modular frames with Theorem 57, in terms of a properly defined canonical modular dual frame. Finally, we will prove the following theorem, which shows that the condition for a system as in (3) to be a Riesz or a frame sequence is equivalent to a condition on the Helson map of the generators to form a modular Riesz or a modular frame sequence in the target Hilbert module.

**Theorem 5.** Let \((\Gamma, \Pi, \mathcal{H})\) be a dual integrable triple and let \( \mathcal{T} : \mathcal{H} \to K \) be a Helson map. Let \( \{\phi_j\}_{j \in \mathcal{I}} \subset \mathcal{H} \) be a countable family, denote with \( E \) the system

\[
E = \{\Pi(\gamma)\phi_j : \gamma \in \Gamma, j \in \mathcal{I}\} \subset \mathcal{H}
\]

and with \( \Phi \) the system

\[
\Phi = \{\mathcal{T}[\phi_j] : j \in \mathcal{I}\} \subset K.
\]

Then

i. The system \( E \) is a Riesz sequence if and only if \( \Phi \) is a modular Riesz sequence with the same Riesz bounds

ii. The system \( E \) is a frame sequence if and only if \( \Phi \) is a modular frame sequence with the same frame bounds.
In Section 4 we will also discuss how this result directly contains several previous results concerning discrete groups, such as the characterizations of Riesz and frame sequences associated to integer translations of countable families in $L^2(\mathbb{R}^d)$ given in terms of the so-called Gramian analysis, developed in the seminal works [11, 12, 70, 13], the corresponding results for translations by discrete subgroups in the $L^2$ space of an LCA group in [15, 53], as well as results concerning single orbits of general unitary representations present in [7, 42, 4].

Finally, we would like to recall that the notions of Riesz bases and frames in Hilbert $C^*$-modules were introduced in [34], where the authors considered inner products with values in a $C^*$-algebra. While several issues are common with that formulation, we remark that one of the main differences in the present setting is the need to deal with unbounded operators. We also recall that the idea of a bracket map as an algebra valued inner product was first implicitly considered in [12]. A nice discussion on this respect, with many references, is contained in [34]. Finitely generated projective $C^*$-modules over commutative $C^*$-algebras were introduced for the investigation of multiresolution analysis wavelets already in [64], and other related results are those of [18, 80, 72].

Since the results of this work are addressed to, and hope to meet the interest of, different communities, we have tried to keep the exposition self-contained and to provide detailed proofs or precise references to all statements. In doing this we sometimes have also encountered the need to provide details on known issues that were not explicit in the literature, as well as to fully recall some basic definitions in order to help the readability of the text.
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2 Global isometries

In this section we will introduce a class of isometries, that we will call Helson maps, and provide the crucial properties that will be used in next sections to associate a modular structure to any \((\Gamma, \Pi)\)-invariant space. From now on we will denote with \(O_{\Gamma}(\psi) = \{\Pi(\gamma)\psi\}_{\gamma \in \Gamma}\) the orbit of a vector \(\psi \in \mathcal{H}\), and with \((\psi)_\Gamma = \text{span} O_{\Gamma}(\psi)^H\) its linearly generated space.

Before proceeding, we take a moment to make the following observation.

Lemma 6. Let \(\Pi\) be a unitary representation of a discrete and countable group \(\Gamma\) on a separable Hilbert space \(\mathcal{H}\), and let \(V \subset \mathcal{H}\) a closed \((\Gamma, \Pi)\)-invariant subspace. Then there exists a countable family \(\{\psi_i\}_{i \in I}\) satisfying \(\langle \psi_i \rangle_\Gamma \perp \langle \psi_j \rangle_\Gamma\) for \(i \neq j\) and such that \(V\) decomposes into the orthogonal direct sum

\[
V = \bigoplus_{i \in I} (\psi_i)_\Gamma.
\]

This implies in particular that \(V = \text{span}\{\Pi(\gamma)\psi_i\}_{\gamma \in \Gamma, i \in I}\), so \(\{\psi_i\}_{i \in I}\) is a countable family of generators for \(V\).

Proof. Such a family can be constructed as follows. Let \(\{e_n\}_{n \in \mathbb{N}}\) be an orthonormal basis for \(V\), and define \(\psi_1 = e_1\). Now, for all \(n > 1\), if \(e_{n+1} \in V_n = \bigoplus_{k=1}^{n} (\psi_k)_\Gamma\) then set \(\psi_{n+1} = 0\), otherwise define \(\psi_{n+1} = P_{V_n} e_{n+1}\). This proves (9) because \(\text{span}\{e_1, \ldots, e_n\} \subset V_n\) for all \(n\).

\[\square\]

2.1 Weighted \(L^2(\mathcal{R}(\Gamma))\) spaces

We will often need to work with \(L^2(\mathcal{R}(\Gamma))\) spaces with positive weights provided by the bracket map, and with associated subspaces of \(L^2(\mathcal{R}(\Gamma))\) of operators composed with the support of the weight. This subsection contains all the fundamental results that we will use.

For all positive \(\Omega \in L^1(\mathcal{R}(\Gamma))\), the functional

\[
\|F\|_{2, \Omega} = \left( \tau\left(\|F^*\Omega\|^2\right) \right)^{\frac{1}{2}} = \|\Omega^{\frac{1}{2}} F\|_2, \quad F \in \mathcal{R}(\Gamma)
\]

defines a seminorm on \(\mathcal{R}(\Gamma)\), and let us call \(N_\Omega\) the null space associated with (10), that is \(N_\Omega = \{F \in \mathcal{R}(\Gamma) : \|F\|_{2, \Omega} = 0\}\). Let also \(\mathfrak{h}\) be the space of bounded affiliated operators whose left support is contained in that of \(\Omega\), i.e.

\[
\mathfrak{h} = \{H \in \mathcal{R}(\Gamma) \mid \exists F \in \mathcal{R}(\Gamma) : H = s_\Omega F\}.
\]

As in [4, Lemma 3.3], by defining the linear surjective map \(\Sigma : \mathcal{R}(\Gamma) \to \mathfrak{h}\) as

\[
\Sigma(F) = s_\Omega F
\]

and observing that \(\text{Ker} \Sigma = N_\Omega\), we have that \(\mathfrak{h}\) can be identified with \(\mathcal{R}(\Gamma)/N_\Omega\). The completion of \(\mathfrak{h}\) with respect to the seminorm (10) defines a Hilbert space that we denote

\[
L^2(\mathcal{R}(\Gamma), \Omega) = \overline{\| \cdot \|_{2, \Omega}}.
\]

On the other hand, if we consider the completion of \(\mathfrak{h}\) with respect to the \(\| \cdot \|_2\) norm we obtain a closed subspace of \(L^2(\mathcal{R}(\Gamma))\) as in the following lemma.
Lemma 7. Let $\mathfrak{h}$ be defined as above, and denote with

$$s_0 L^2(\mathcal{A}(\Gamma)) = \{ G \in L^2(\mathcal{A}(\Gamma)) \mid \exists F \in L^2(\mathcal{A}(\Gamma)) : G = s_0 F \}.$$  

Then $s_0 L^2(\mathcal{A}(\Gamma))$ is a closed Hilbert subspace of $L^2(\mathcal{A}(\Gamma))$, and

$$s_0 L^2(\mathcal{A}(\Gamma)) = h \| \cdot \|^2.$$  

Proof. For all $F \in L^2(\mathcal{A}(\Gamma))$, $s_0 F \in L^2(\mathcal{A}(\Gamma))$ because $s_0$ belongs to $\mathcal{A}(\Gamma)$. To prove that $s_0 L^2(\mathcal{A}(\Gamma))$ is closed, observe that $F \in s_0 L^2(\mathcal{A}(\Gamma))$ if and only if $F \in L^2(\mathcal{A}(\Gamma))$ and $s_0 F = F$. Let then $\{F_n\}_{n \in \mathbb{N}} \subset s_0 L^2(\mathcal{A}(\Gamma))$ be a sequence converging to a given $F$ in $L^2(\mathcal{A}(\Gamma))$. The claim is proved if $s_0 F = F$, which is true because

$$\|s_0 F - F\|^2 \leq \inf_{n \in \mathbb{N}} \|s_0 F - F_n\|^2 + \inf_{n \in \mathbb{N}} \|F_n - F\|^2$$  

$$= \inf_{n \in \mathbb{N}} \|s_0(F - F_n)\|^2 \leq \inf_{n \in \mathbb{N}} \|F - F_n\|^2 = 0$$

where the last inequality is Hölder’s inequality. By the same argument we also have that $h \| \cdot \|^2 \subset s_0 L^2(\mathcal{A}(\Gamma))$, so let us consider $G \in s_0 L^2(\mathcal{A}(\Gamma))$, and let $F \in L^2(\mathcal{A}(\Gamma))$ be such that $G = s_0 F$. If $\{F_n\}_{n \in \mathbb{N}}$ is a sequence in $\mathcal{A}(\Gamma)$ converging to $F$ in $L^2(\mathcal{A}(\Gamma))$, then $\{s_0 F_n\}_{n \in \mathbb{N}}$ is a sequence in $\mathfrak{h}$ converging to $G$ in $L^2(\mathcal{A}(\Gamma))$, so that $s_0 L^2(\mathcal{A}(\Gamma)) \subset h \| \cdot \|^2$.

The space $s_0 L^2(\mathcal{A}(\Gamma))$ endowed with the $\| \cdot \|^2$ is actually isometrically isomorphic to the weighted Hilbert space defined by (11).

Lemma 8. The map $\omega : L^2(\mathcal{A}(\Gamma), \Omega) \to L^2(\mathcal{A}(\Gamma))$ defined by

$$\omega(F) = \Omega^\frac{1}{2} F$$  

(12)

is a Hilbert space isomorphism onto $s_0 L^2(\mathcal{A}(\Gamma))$.

Proof. That $\omega$ is an isometry is a direct consequence of the definition of the $\| \cdot \|_{2, \Omega}$ norm (observing that since $\Omega$ and $F$ are affiliated, then $\Omega^\frac{1}{2} F$ is affiliated). Moreover, since $s_0 \Omega^\frac{1}{2} = \Omega^\frac{1}{2}$, we have that $\omega$ maps $L^2(\mathcal{A}(\Gamma), \Omega)$ to $s_0 L^2(\mathcal{A}(\Gamma))$. To prove surjectivity, let $F_0 \in s_0 L^2(\mathcal{A}(\Gamma)) \cap \omega \left( L^2(\mathcal{A}(\Gamma), \Omega) \right)^{\perp}$, i.e.

$$\langle F_0, \Omega^\frac{1}{2} F \rangle_{2, \Omega} = 0 \quad \forall F \in L^2(\mathcal{A}(\Gamma), \Omega).$$

Since $s_0 \rho(\gamma)$ belongs to $L^2(\mathcal{A}(\Gamma), \Omega)$ for all $\gamma \in \Gamma$, this implies that

$$\tau(\Omega^\frac{1}{2} F_0 \rho(\gamma)) = 0 \quad \forall \gamma \in \Gamma$$

so by $L^1(\mathcal{A}(\Gamma))$ Uniqueness Theorem $\Omega^\frac{1}{2} F_0 = 0$, i.e. $\text{Ran}(F_0) \subset \text{Ker}(\Omega)$. On the other hand $s_0 F_0 = F_0$, which implies $\text{Ran}(F_0) \subset \text{Ker}(\Omega)^{\perp}$, hence $F_0 = 0$.

When $\Pi$ is dual integrable, the bracket $[\psi, \psi]$ for nonzero $\psi \in \mathcal{H}$ provides the positive $L^1(\mathcal{A}(\Gamma))$ weight that we will use. Explicitly, the induced norm is

$$\| F \|_{2,[\psi,\psi]} = \left( \tau(\| F \|_{1,[\psi,\psi]}^2) \right)^{\frac{1}{2}} = \| [\psi,\psi]^{\frac{1}{2}} F \|_{2}.$$  

The associated weighted space is needed for the following result, which was proved in [4, Prop. 3.4] and lays at the basis of our subsequent constructions.
Proposition 9. Let \((\Gamma, \Pi, \mathcal{H})\) be a dual integrable triple. Then for any nonzero \(\psi \in \mathcal{H}\) the map \(S_\psi : \text{span} \mathcal{O}_\Gamma(\psi) \to \text{span}\{\rho(\gamma)\}_{\gamma \in \Gamma} \subset \mathcal{R}(\Gamma)\) given by
\[
S_\psi : \sum_{\gamma \in \Gamma} f(\gamma)\Pi(\gamma)\psi \mapsto \sum_{\gamma \in \Gamma} f(\gamma)\rho(\gamma)^* 
\]
extends to a linear surjective isometry \(S_\psi : \langle \psi \rangle_\Gamma \to L^2(\mathcal{R}(\Gamma), [\psi, \psi])\) satisfying
\[
S_\psi[\Pi(\gamma)\varphi] = S_\psi[\varphi]\rho(\gamma)^*, \quad \forall \varphi \in \langle \psi \rangle_\Gamma.
\]

Sketch of the proof. Since this proposition differs from [4, Prop. 3.4] only for the presence of the right regular representation, we restrict ourselves to show (14), observing that it suffices to establish it on a dense subspace.

If \(\varphi = \sum_{\gamma' \in \Gamma} f(\gamma')\Pi(\gamma')\psi \in \text{span} \mathcal{O}_\Gamma(\psi)\), then
\[
S_\psi[\Pi(\gamma)\varphi] = S_\psi\left[ \sum_{\gamma' \in \Gamma} f(\gamma')\Pi(\gamma')\psi \right] = \sum_{\gamma' \in \Gamma} f(\gamma'')\rho(\gamma'')^* = \sum_{\gamma' \in \Gamma} f(\gamma')\rho(\gamma')^* \rho(\gamma)^* 
\]
where the last identity is due to \(\rho(\gamma')^* \rho(\gamma'')^* = \rho(\gamma'' \gamma)^* = \rho(\gamma'' \gamma)^*) = \rho(\gamma'' \gamma)^*)\).

For practical purposes, we write the following corollary.

Corollary 10. Let \((\Gamma, \Pi, \mathcal{H})\) be a dual integrable triple and let \(\psi \in \mathcal{H}\). For \(F \in L^2(\mathcal{R}(\Gamma), [\psi, \psi])\), let us denote with
\[
\mathcal{P}_F \psi = S_\psi^{-1} F.
\]
Then \(\mathcal{P}_F \psi \in \langle \psi \rangle_\Gamma\) and
\[
\|\mathcal{P}_F \psi\|_\mathcal{H} = \|F\|_{L^2(\mathcal{R}(\Gamma), [\psi, \psi])}. \tag{15}
\]
Moreover, if \(F \in \mathcal{R}(\Gamma)\), then \(\mathcal{P}_F\) extends to a bounded operator on \(\mathcal{H}\) that reads
\[
\mathcal{P}_F \varphi = \sum_{\gamma \in \Gamma} \hat{F}(\gamma)\Pi(\gamma)\varphi, \quad \varphi \in \mathcal{H}. \tag{16}
\]

Proof. We need only to prove the boundedness of \(\mathcal{P}_F\) when \(F \in \mathcal{R}(\Gamma)\), observing that this implies that \(F \in L^2(\mathcal{R}(\Gamma), [\varphi, \varphi])\) for all \(\varphi \in \mathcal{H}\). In this case \(\|F\|^2\) is bounded, so by Hölder inequality one obtains
\[
\|F\|^2_{L^2(\mathcal{R}(\Gamma), [\varphi, \varphi])} \leq \|F\|_{L^2(\mathcal{R}(\Gamma), [\varphi, \varphi])} = \|\rho(F)^*\|_{L^2(\mathcal{R}(\Gamma), [\varphi, \varphi])} \leq \|\rho(F)^*\|_{L^2(\mathcal{R}(\Gamma), [\varphi, \varphi])} \|\varphi\|_{L^2(\mathcal{R}(\Gamma), [\varphi, \varphi])}
\]
where \(\|\rho(F)^*\|_{L^2(\mathcal{R}(\Gamma), [\varphi, \varphi])}\) stands for the usual operator norm, and the last identity is due to Property III of the bracket map. Hence (15) implies that \(\mathcal{P}_F\) is bounded.

2.2 Helson maps

These results on weighted spaces allow us to exploit the notion of Helson map and to prove, in Theorem 3, that its existence is equivalent to the dual integrability of the triple \((\Gamma, \Pi, \mathcal{H})\). As we will see in the next section, Helson maps generalize the fiberization mapping (4) as well as the Zak transform, and this notion will be used to characterize the modular structures associated with \((\Gamma, \Pi)-\)invariant subspaces of \(\mathcal{H}\).
When the triple \((Γ, Π, H)\) admits a Helson map \(T\), see Definition 2, we denote with \(K = T(H)\) its range, that is a Hilbert space endowed with the norm of \(L^2((M, ν), L^2(\mathcal{R}(Γ)))\) and that we denote for short with
\[
\|Φ\|_⊕ = \left( \int_M \|Φ(x)\|^2_2 dν(x) \right)^{\frac{1}{2}} \quad ∀ Φ ∈ L^2((M, ν), L^2(\mathcal{R}(Γ))).
\]

The first step for the proof of Theorem 3 is showing that the existence of a Helson map implies dual integrability.

**Proposition 11.** Let \((Γ, Π, H)\) admit a Helson map \(T\). Then it is a dual integrable triple, and the bracket map can be expressed as
\[
[ϕ, ψ] = \int_M T[ϕ](x)^* T[ψ](x) dν(x).
\]  
(17)

**Proof.** Since \(T\) is an isometry satisfying (6), we have
\[
⟨ϕ, Π(γ)φ⟩_H = ⟨T[ϕ](x), T[Π(γ)φ](x)⟩_⊕ = \int_M ⟨T[ϕ](x), T[Π(γ)φ](x)⟩_⊕ dν(x)
\]
\[
= \int_M ⟨T[ϕ](x), T[φ](x)ρ(γ)^*⟩_2 dν(x) = τ\left( ρ(γ) \int_M T[ϕ](x)^* T[φ](x) dν(x) \right)
\]
where the last identity is due to Fubini’s Theorem, which holds by the normality of \(τ\). Let us prove that the right hand side of (17) is in \(L^1(\mathcal{R}(Γ))\). For this, we only need to see that its norm is finite, which is true because
\[
\left\| \int_M T[ϕ](x)^* T[φ](x) dν(x) \right\|_1 \leq \int_M \|T[ϕ](x)^* T[φ](x)\|_1 dν(x)
\]
\[
\leq \int_M \|T[ϕ](x)\|_2 \|T[φ](x)\|_2 dν(x) \leq \|T[ϕ]\|_⊕ \|T[φ]\|_⊕ = \|ϕ\|_H \|φ\|_H
\]
where we have used Hölder’s inequality on \(L^2(\mathcal{R}(Γ))\) and on \(L^2(M, dν)\). Now, since we have that the Fourier coefficients of \([ϕ, ψ]\) and \(\int_M T[ϕ](x)^* T[φ](x) dν(x)\) coincide, then (17) holds by \(L^1(\mathcal{R}(Γ))\) Uniqueness Theorem.

We remark that, by a similar argument to the one used in the proof of [4, Th. 4.1], the map
\[
(Γ × K) \rightarrow K
\]
\[
(γ, Φ) \mapsto Tρ(γ)^*
\]
defines a unitary representation of \(Γ\) on \(K\) that is unitarily equivalent to a summand of a direct integral decomposition of the left regular representation. Indeed, a Helson map is actually the intertwining operator between \(Π\) and such a representation.

We are now ready to provide a result associated with this kind of isometry, which will be crucial in the next sections for the characterization of Riesz and frame sequences, as well as for the module structure and the equivalence between shift-invariance and noncommutative multiplicative invariance.

**Proposition 12.** Let \((Γ, Π, H)\) be a dual integrable triple admitting a Helson map \(T\). Let \(F ∈ \mathcal{R}(Γ)\) and let \(P_F\) be the associated bounded operator on \(H\) given by (16). Then
i. $\mathcal{T}[\mathcal{P}_F \varphi] = \mathcal{T}[\varphi]F$ for all $\varphi \in \mathcal{H}$

ii. $[\mathcal{P}_F \varphi, \psi] = [\varphi, \psi]F$, $[\varphi, \mathcal{P}_F \psi] = F^*[\varphi, \psi]$ for all $\varphi, \psi \in \mathcal{H}$

iii. If $V \subset \mathcal{H}$ is a $(\Gamma, \Pi)$-invariant subspace, then $\mathcal{P}_F V \subset V$.

Proof. To prove i. observe first that the identity holds for trigonometric polynomials as a consequence of (6). Let then $\{F_n\}_{n \in \mathbb{N}}$ be a sequence of trigonometric polynomials such that $\{F_n^*\}_{n \in \mathbb{N}}$ converges strongly to $F^*$, i.e.

$$
\|F_n^* u - F^* u\|_{\ell_2(\Gamma)} \to 0, \quad \forall u \in \ell_2(\Gamma).
$$

Observe that such a sequence always exists because $\mathcal{R}(\Gamma)$ coincides with the SOT-closure of trigonometric polynomials by von Neumann’s Double Commutant Theorem (see e.g. [23]). This implies that for all $\psi \in \mathcal{H}$

$$
\|F_n - F\|_{2, \psi, \varphi} \to 0. \tag{18}
$$

Indeed, by definition of the weighted norm we have

$$
\|F_n - F\|_{2, \psi, \varphi}^2 = \|\psi, \psi\|^\frac{1}{2} \|F_n - F\|^2 = \tau((F_n - F)(F_n - F)^*[\psi, \psi])
$$

$$
= \langle (F_n - F)^*[\psi, \psi] \delta_{\xi}(F_n - F)^* \delta_{\xi} \rangle_{\ell_2(\Gamma)}
$$

$$
\leq \|\|F_n - F\|^*\|\psi, \psi\|^\frac{1}{2} \|\delta_{\xi}\|_{\ell_2(\Gamma)} \|\delta_{\xi}\|_{\ell_2(\Gamma)}
$$

where $[\psi, \psi] \delta_{\xi} \in \ell_2(\Gamma)$ because the domain of $[\psi, \psi] \in L^1(\mathcal{R}(\Gamma))$ contains finite sequences (see e.g. [4, §2]). Then (18) follows because $\{F_n^*\}_{n \in \mathbb{N}}$ converges strongly to $F^*$. Now, by (15), we have

$$
\|\mathcal{P}_F \varphi - \mathcal{P}_F \varphi\|_{\mathcal{H}} = \|\mathcal{P}_F - \mathcal{P}_F \varphi\|_{\mathcal{H}} = \|F - F_n\|_{2, [\varphi, \psi]}
$$

for all $\varphi \in \mathcal{H}$ and thus (18) implies that $\mathcal{P}_F \varphi$ converges strongly to $\mathcal{P}_F$. As a consequence, since $\mathcal{T}$ is continuous, we obtain

$$
\|\mathcal{T}[\mathcal{P}_F \varphi] - \mathcal{T}[\mathcal{P}_F \varphi]\|_{\mathcal{H}} \to 0 \quad \forall \varphi \in \mathcal{H}. \tag{19}
$$

On the other hand, observe that $\mathcal{T}[\varphi]F$ belongs to $L^2((\mathcal{M}, \nu), L^2(\mathcal{R}(\Gamma)))$ while $\mathcal{T}[\varphi]F_n \in \mathcal{K}$ for all $n$. Now we have

$$
\|\mathcal{T}[\varphi]F - \mathcal{T}[\varphi]F_n\|_{\mathcal{H}}^2 = \tau \left( \int_{\mathcal{M}} |\mathcal{T}[\varphi](x)(F - F_n)|^2 d\nu(x) \right)
$$

$$
= \tau \left( \|F - F_n\|^2 \int_{\mathcal{M}} |\mathcal{T}[\varphi](x)|^2 d\nu(x) \right) = \|F - F_n\|_{2, [\varphi, \psi]}^2,
$$

where the last identity is due to Proposition 11. This implies that $\{\mathcal{T}[\varphi]F_n\}_{n \in \mathbb{N}}$ converges to $\mathcal{T}[\varphi]F$ in $L^2((\mathcal{M}, \nu), L^2(\mathcal{R}(\Gamma)))$, so in particular $\mathcal{T}[\varphi]F \in \mathcal{K}$. Therefore, since $\mathcal{T}[\varphi]F_n = \mathcal{T}[\mathcal{P}_F \varphi]$ for all $n$, by (19) we obtain $\mathcal{T}[\varphi]F = \mathcal{T}[\mathcal{P}_F \varphi]$ which gives i.

To prove the first identity in ii. observe that since both $[\mathcal{P}_F \varphi, \psi]$ and $[\varphi, \psi]F$ belong to $L^1(\mathcal{R}(\Gamma))$, by $L^1(\mathcal{R}(\Gamma))$ Uniqueness Theorem it suffices to show that their Fourier coefficients coincide. This is true by definition of dual integrability.
because
\[ \tau([P_F \varphi, \psi] \rho(\gamma)) = \langle P_F \varphi, \Pi(\gamma) \psi \rangle_H = \sum_{\gamma' \in \Gamma} \hat{F}(\gamma') \langle \Pi(\gamma') \varphi, \Pi(\gamma) \psi \rangle_H \]
\[ = \sum_{\gamma' \in \Gamma} \hat{F}(\gamma') \langle \varphi, \Pi(\gamma') \psi \rangle_H = \sum_{\gamma' \in \Gamma} \hat{F}(\gamma') \tau([\varphi, \psi] \rho(\gamma') \rho(\gamma')) \]
\[ = \sum_{\gamma' \in \Gamma} \hat{F}(\gamma') \tau([\varphi, \psi] \rho(\gamma') \rho(\gamma')) = \tau([\varphi, \psi] F \rho(\gamma)) \]

where the last identity is due to the normality of the trace. The second identity in ii. is a consequence of this and of Property I) of the bracket map.

To prove iii. we first observe that, by Corollary 10, for all $\psi \in H$ we have $\mathcal{P}_F \psi \in \langle \psi \rangle_{\Gamma}$. The conclusion now follows because if $\psi \in V$ then the whole $\langle \psi \rangle_{\Gamma}$ is a closed subspace of $V$.

### 2.3 Fiberization mapping

We now show that every dual integrable triple possesses a Helson map, by providing a concrete construction based on Fourier analysis. We also show that Helson maps extend respectively the fiberization mapping [39, 11, 12, 13, 15, 16] and the Zak transform [78, 81, 47, 42, 5] to the present noncommutative setting, by modifying and slightly extending the constructions made in [4].

Let $(\Gamma, \Pi, H)$ be a dual integrable triple and, for a given $0 \neq \psi \in H$, let
\[ U_\psi : \langle \psi \rangle_{\Gamma} \rightarrow s_{[\psi, \psi]} L^2(\mathcal{H}(\Gamma)) \]
be the surjective isometry obtained from (13) by means of the map (12) as
\[ U_\psi = [\psi, \psi]^{1/2} S_\psi. \]
A slight modification of [4, Th. 4.1] provides then the following.

**Proposition 13.** Let $(\Gamma, \Pi, H)$ be a dual integrable triple and let $\Psi = \{\psi_i\}_{i \in I}$ be a family as in Lemma 6 for $H$. For any $\varphi \in H$ let $\varphi^{(i)}$ be its orthogonal projection onto $\langle \psi_i \rangle_{\Gamma}$, i.e. $\varphi^{(i)} = \mathcal{P}(\psi_i) \varphi$. Then the map $U_\Psi : \varphi \mapsto \{U_{\psi_i}[\varphi^{(i)}]\}_{i \in I}$ defines a linear surjective isometry
\[ U_\Psi : H \rightarrow K_H^F = \bigoplus_{i \in I} s_{[\psi_i, \psi_i]} L^2(\mathcal{H}(\Gamma)) \subset \ell_2(I, L^2(\mathcal{H}(\Gamma))) \]
that satisfies
\[ U_\Psi[\Pi(\gamma) \varphi] = U_\psi[\varphi] \rho(\gamma)^* , \quad \forall \gamma \in \Gamma, \forall \varphi \in H. \tag{20} \]

**Proof.** Since each map $U_{\psi_i}$ is an isometric isomorphism from $\langle \psi_i \rangle_{\Gamma}$ onto the space $s_{[\psi_i, \psi_i]} L^2(\mathcal{H}(\Gamma))$, we have
\[ \|U_\Psi[\varphi]\|_H^2 = \sum_{i \in I} \|U_{\psi_i}[\varphi^{(i)}]\|_H^2 = \sum_{i \in I} \|\varphi^{(i)}\|_H^2 = \|\varphi\|_H^2 \]
while identity (20) is a consequence of (14). \qed
This abstract isometry was introduced in the abelian setting in [42], and it has been recently used for the study of spaces invariant under the action of an LCA group in [44]. In the present setting, it provides the conclusion of the proof that having a Helson map is equivalent to dual integrability.

**Proof of Theorem 3.** If \((\Gamma, \Pi, \mathcal{H})\) is a dual integrable triple, then a Helson map is provided by Proposition 13, while the converse is due to Proposition 11. \(\square\)

**Integer translations on \(L^2(\mathbb{R})\).** The map \(U_\Psi\) extends to general discrete groups and unitary representations the fiberization mapping \((4)\) (see also [15, Prop. 3.3] for general LCA groups). Indeed, when \(\Gamma\) is abelian, by the isomorphism between \(\mathcal{A}(\Gamma)\) and \(\widehat{\Gamma}\) provided by Pontryagin duality we have

\[
\ell_2(I, L^2(\mathcal{A}(\Gamma))) \approx \ell_2(I, L^2(\widehat{\Gamma})) \approx L^2(\widehat{\Gamma}, \ell_2(I)).
\]

If \(\Gamma = \mathbb{Z}\) and \(\Pi\) are integer translations on \(L^2(\mathbb{R})\), i.e. \(\Pi(k)\varphi(x) = \varphi(x - k)\), let \(I = \Gamma^*\), the annihilator of the discrete group \(\Gamma\), which coincides in this case with \(\mathbb{Z}\), and let \(\Psi \subset L^2(\mathbb{R})\) be the Shannon system

\[
\widehat{\psi}_j = \chi_{[j, j + 1]}, \quad j \in \mathbb{Z}.
\]

It is easy to see that this system satisfies \((9)\) for \(V = L^2(\mathbb{R})\), and that integer translates of each \(\psi_j\) generate an orthonormal system, so that \([\psi_j, \psi_j] = \mathbb{I}_{\ell_2(\mathbb{Z})}\). In this case \(U_{\psi_j} = S_{\psi_j}\) for all \(j \in \mathbb{Z}\), because \(s_{[\psi_j, \psi_j]} = \mathbb{I}_{\ell_2(\mathbb{Z})}\). Now let \(\varphi \in L^2(\mathbb{R})\), with components \(\varphi^{(j)} \in \text{span} \{\psi_j(\cdot - k)\}_{k \in \mathbb{Z}}\) given by

\[
\varphi^{(j)}(x) = \sum_{k \in \mathbb{Z}} a_k^j \psi_j(x - k) = \sum_{k \in \mathbb{Z}} a_k^j \Pi(k) \psi_j(x).
\]

Then, the map \(U_\Psi\) reads

\[
U_\Psi[\varphi] = \left\{ U_{\psi_j}[\varphi^{(j)}] \right\}_{j \in \mathbb{Z}} = \left\{ S_{\psi_j}[\varphi^{(j)}] \right\}_{j \in \mathbb{Z}} = \left\{ \sum_{k \in \mathbb{Z}} a_k^j \rho(k)^* \right\}_{j \in \mathbb{Z}},
\]

where \(\{\rho(k)\}_{k \in \mathbb{Z}}\) is the sequence of translation operators in \(l^2(\mathbb{Z})\).

On the other hand, by definition, \(\widehat{\psi}_j(\alpha + l) = \delta_{j,l}\) for all \(j, l \in \mathbb{Z}\) and a.e. \(\alpha \in \widehat{\mathbb{Z}} = [0, 1]\). Thus, \(\widehat{\varphi}^{(j)}(\alpha + l) = \sum_{k \in \mathbb{Z}} a_k^j e^{-2\pi i k \alpha} \delta_{j,l}\) for a.e. \(\alpha \in [0, 1]\), and

\[
\widehat{\varphi}(\alpha + l) = \sum_{j \in \mathbb{Z}} \varphi^{(j)}(\alpha + l) = \sum_{k \in \mathbb{Z}} a_k^j e^{-2\pi i k \alpha} \text{ for a.e. } \alpha \in [0, 1] \text{ and } l \in \mathbb{Z}.
\]

Therefore, the fiberization mapping \((4)\) reads \(T\varphi(\cdot) = \{ \sum_{k \in \mathbb{Z}} a_k^j e^{-2\pi i k} \}_{l \in \mathbb{Z}}\).

As a conclusion, we see that the mappings \(T\) and \(U_\Psi\) can be obtained one from the other one by applying Pontryagin duality, i.e. by turning the characters \(\{e^{2\pi i k}\}_{k \in \Gamma}\) of \(\Gamma = \mathbb{Z}\) into the integer translations \(\{\rho(k)\}_{k \in \mathbb{Z}}\) over \(\ell_2(\mathbb{Z})\).

**Measurable group actions on \(L^2(\mathcal{X}, \mu)\) and Zak transform.** A particular construction of a Helson map, which differs from the fiberization mapping, can be given in terms of the Zak transform whenever the representation \(\Pi\) arises from a measurable action of a discrete group on a measure space. This was first
We say that the action \( \sigma \) is associated to the action \( \sigma \) is a quasi-\( \Gamma \)-invariant measurable action of \( \Gamma \) on \( X \). This means that for each \( \gamma \in \Gamma \) the map \( x \mapsto \sigma_\gamma(x) = \sigma(\gamma, x) \) is \( \mu \)-measurable, that for all \( \gamma, \gamma' \in \Gamma \) and almost all \( x \in X \) it holds \( \sigma_\gamma(\sigma_{\gamma'}(x)) = \sigma_{\gamma \gamma'}(x) \) and \( \sigma_\gamma(x) = x \), and that for each \( \gamma \in \Gamma \) the measure \( \mu_\gamma \) defined by \( \mu_\gamma(E) = \mu(\sigma_\gamma(E)) \) is absolutely continuous with respect to \( \mu \) with positive Radon-Nikodym derivative. Let us indicate the family of associated Jacobian densities with the measurable function \( J_\sigma : \Gamma \times X \to \mathbb{R}^+ \) given by
\[
d\mu(\sigma_\gamma(x)) = J_\sigma(\gamma, x) d\mu(x).
\]
We can then define a unitary representation \( \Pi_\sigma \) of \( \Gamma \) on \( L^2(X, \mu) \) as
\[
\Pi_\sigma(\gamma)\varphi(x) = J_\sigma(\gamma^{-1}, x) \frac{1}{2} \varphi(\gamma^{-1}(x)).
\] (22)
We say that the action \( \sigma \) has the tiling property if there exists a \( \mu \)-measurable subset \( C \subset X \) such that the family \( \{\sigma_\gamma(C)\}_{\gamma \in \Gamma} \) is a disjoint covering of \( \mu \)-almost all \( X \), i.e. \( \mu(\sigma_{\gamma_1}(C) \cap \sigma_{\gamma_2}(C)) = 0 \) for \( \gamma_1 \neq \gamma_2 \) and
\[
\mu\left(X \setminus \bigcup_{\gamma \in \Gamma} \sigma_\gamma(C)\right) = 0.
\]

Following [4], we call noncommutative Zak transform of \( \varphi \in L^2(X, \mu) \) associated to the action \( \sigma \) the measurable field of operators over \( X \) given by
\[
Z_\sigma[\varphi](x) = \sum_{\gamma \in \Gamma} \left( \langle \Pi_\sigma(\gamma)\varphi(x) \rangle \rho(\gamma) \right), \quad x \in X.
\]

The following result is a slight improvement of [4, Th. B, i)], showing that \( Z_\sigma \) defines an isometry that is surjective on the whole \( L^2((C, \mu), L^2(\mathcal{A}(\Gamma))) \).

**Proposition 14.** Let \( \sigma \) be a quasi-\( \Gamma \)-invariant action of the countable discrete group \( \Gamma \) on the measure space \((X, \mu)\), and let \( \Pi_\sigma \) be the unitary representation given by (22) on \( L^2(X, \mu) \). If \( \sigma \) has the tiling property with tiling set \( C \), then the Zak transform \( Z_\sigma \) defines an isometric isomorphism
\[
Z_\sigma : L^2(X, \mu) \to L^2((C, \mu), L^2(\mathcal{A}(\Gamma)))
\]
satisfying the quasi-periodicity condition
\[
Z_\sigma[\Pi_\sigma(\gamma)\varphi] = Z_\sigma[\varphi] \rho(\gamma)^*, \quad \forall \gamma \in \Gamma, \ \forall \varphi \in L^2(X, \mu).
\]

**Proof.** The isometry can be proved as in [4, Th. B], while quasi-periodicity can be obtained explicitly by
\[
Z_\sigma[\Pi_\sigma(\gamma)\varphi] = \sum_{\gamma'} \left( \langle \Pi_\sigma(\gamma'')\varphi(x) \rangle \rho(\gamma') \right) = \sum_{\gamma''} \left( \langle \Pi_\sigma(\gamma'')\varphi(x) \rangle \rho(\gamma'') \rho(\gamma'')^{-1} \right).
\]
To prove surjectivity, take \( \Psi \in L^2((C, \mu), L^2(\mathcal{A}(\Gamma))) \) and for each \( \gamma \in \Gamma \) define
\[
\psi(x) = J_\sigma(\gamma^{-1}, \sigma_\gamma(x))^{-\frac{1}{2}} \tau(\psi(\sigma_\gamma(x)) \rho(\gamma)^*) \quad \text{a.e. } x \in \sigma_{\gamma^{-1}}(C).
\] (23)
Such a $\psi$ belongs to $L^2(\mathcal{X}, \mu)$, since by the tiling property it is measurable and its norm reads
\[
\|\psi\|^2_{L^2(\mathcal{X}, \mu)} = \sum_{\gamma \in \Gamma} \int_{\sigma_{\gamma^{-1}}(C)} J_\sigma(\gamma^{-1}, x)\left|\tau(\psi(x))\rho(\gamma)^*\right|^2d\mu(x)
\[
= \sum_{\gamma \in \Gamma} \int_C J_\sigma(\gamma^{-1}, y)^{-1}\tau(\psi(y))\rho(\gamma)^*|^2J_\sigma(\gamma^{-1}, y)d\mu(y)
\]
where the last identity is due to the definition of the Jacobian density, because $d\mu(x) = d\mu(\sigma_{\gamma^{-1}}(y)) = J_\sigma(\gamma^{-1}, y)d\mu(y)$. Then, by Plancherel Theorem
\[
\|\psi\|^2_{L^2(\mathcal{X}, \mu)} = \int_C \sum_{\gamma \in \Gamma} |\tau(\psi(y))\rho(\gamma)^*|^2d\mu(y) = \int_C \|\psi\|^2_2d\mu(y)
\]
so that $\|\psi\|^2_{L^2(\mathcal{X}, \mu)} = \|\psi\|^2_{L^2((C, \mu), L^2(\mathcal{X}, \mu))} < +\infty$. By applying the Zak transform to $\psi$ we then have that, for a.e. $x \in C$,
\[
Z_\sigma[\psi](x) = \sum_{\gamma \in \Gamma} J_\sigma(\gamma^{-1}, x)^{-1}\psi(\sigma_{\gamma^{-1}}(x))\rho(\gamma) = \sum_{\gamma \in \Gamma} \tau(\psi(x))\rho(\gamma)^*\rho(\gamma) = \psi(x)
\]
again by Plancherel Theorem. This proves surjectivity and in particular shows that (23) provides an explicit inversion formula for $Z_\sigma$. 

**Remark 15.** The Zak transform is actually directly related to the isometry $S_\psi$ introduced in (13), since for all $F \in \mathcal{S}(\Gamma)$ it holds
\[
S_\psi^{-1}F(x) = \tau(Z_\sigma[\psi](x)F) \quad \text{a.e.} \ x \in \mathcal{X}.
\]
Indeed, denoting with $\{\hat{F}(\gamma)\}_{\gamma \in \Gamma}$ the Fourier coefficients of $F$, by the orthonormality of $\{\rho(\gamma)\}_{\gamma \in \Gamma}$ in $L^2(\mathcal{S}(\Gamma))$ it holds
\[
\tau(Z_\sigma[\psi](x)F) = \sum_{\gamma, \gamma' \in \Gamma} (\Pi_\sigma(\gamma)\psi(x)\hat{F}(\gamma')) \tau(\rho(\gamma)\rho(\gamma')^*) = \sum_{\gamma \in \Gamma} \hat{F}(\gamma)\Pi_\sigma(\gamma)\psi(x).
\]

For a relationship between the Zak transform and the global isometry $U_\psi$ in LCA groups, see [5, Prop. 6.7].

### 3 Shift invariance and Hilbert modules

In this section we will show how the invariance under the action of a dual integrable representation is associated to the notion of $L^2(\mathcal{S}(\Gamma))$-Hilbert modules.

Throughout this section we will assume that $(\Gamma, \Pi, \mathcal{H})$ is a dual integrable triple and denote with $\mathcal{T} : \mathcal{H} \to \mathcal{K}$ an associated Helson map.

The first fundamental result is the following.

**Theorem 16.** Let $V$ be a closed subspace of $\mathcal{H}$, and let $M = \mathcal{T}(V)$ be the corresponding closed subspace of $\mathcal{K}$. Then $V$ is $(\Gamma, \Pi)$-invariant if and only if
\[
MF \subset M \quad \forall F \in \mathcal{S}(\Gamma).
\]

(24)
Proof. Assume that $V$ is $(\Gamma, \Pi)$-invariant, and take $\Phi \in M$. Then, by Proposition 12, we have $\Phi F \in M$ for all $F \in \mathcal{A}(\Gamma)$ because, calling $\varphi = \mathcal{T}^{-1}\Phi \in V$

$$\Phi F = \mathcal{T}[\varphi]F = \mathcal{T}[\mathcal{P}_F \varphi]$$

where $\mathcal{P}_F \varphi \in V$. Conversely, if we take $\varphi \in V$ then for all $\gamma \in \Gamma$ the relations (6) and (24) imply that $\mathcal{T}(\Pi(\gamma) \varphi) \in M$ and hence $\Pi(\gamma) \varphi \in V$.

In the abelian setting, a subspace $M$ of $K$ satisfying (24) is called multiplicatively invariant [40, 14]. In the general noncommutative setting, the invariance is at the level of composition with operators in the von Neumann algebra, and it gives rise to a module structure.

3.1 $L^2(\mathcal{A}(\Gamma))$-Hilbert modules with outer coefficients

Given a von Neumann algebra $\mathcal{M}$, an $L^p(\mathcal{M})$-Hilbert module is a module over $\mathcal{M}$ endowed with an $L^2(\mathcal{M})$ valued inner product. Standard references for modules can be [55, 10], or [9] for operator modules. The main reference for $L^p$ Hilbert modules over von Neumann algebras is [50], where they were introduced. Standard reference for Hilbert modules over $C^*$-algebras, which include the case $p = \infty$, can be [79, Chapt. 15] or [56, 60], while a comprehensive bibliography can be found in [33].

For the sake of completeness, we recall in detail the definition of module, and the definition of inner product introduced in [50].

Definition 17. Let $\mathcal{M}$ be a complex associative algebra with unity $I$. A complex vector space $X$ is called an $\mathcal{M}$-module if there exists a map $\vartheta : X \times \mathcal{M} \to X$

satisfying the following relations for all $x, y \in X$, all $F, G \in \mathcal{M}$ and all $\alpha \in \mathbb{C}$:

M1. $\vartheta(x + y, F) = \vartheta(x, F) + \vartheta(y, F)$
M2. $\vartheta(x, F + G) = \vartheta(x, F) + \vartheta(x, G)$
M3. $\vartheta(x, FG) = \vartheta(\vartheta(x, F), G)$
M4. $\vartheta(x, I) = x$
M5. $\vartheta(\alpha x, F) = \vartheta(x, \alpha F) = \alpha \vartheta(x, F)$.

Definition 18. Let $\mathcal{M}$ be a von Neumann algebra, let $X$ be an $\mathcal{M}$-module, and let $0 < p \leq \infty$. An $L^2(\mathcal{M})$-valued inner product over $X$ is a map

$$\{\cdot , \cdot \} : X \times X \to L^2(\mathcal{M})$$

satisfying the following relations for all $x, y, z \in X$, all $F \in \mathcal{M}$ and all $\alpha, \beta \in \mathbb{C}$:

i. $\{x, \alpha y + \beta z\} = \overline{\alpha} \{x, y\} + \beta \{x, z\}$
ii. $\{x, y\} = \{y, x\}^*$
iii. $\{x, x\} \geq 0$ and $\{x, x\} = 0 \Rightarrow x = 0$
iv. $\{x, \vartheta(y, F)\} = F^* \{x, y\}$.
For $p \geq 2$, let $\|x\|_p = \|(x,x)^{\frac{1}{2}}\|_p$ be the norm induced by the inner product. A pair $(\mathcal{X}, \{\cdot, \cdot\})$, where $\mathcal{X}$ is an $\mathcal{M}$-module, $\{\cdot, \cdot\}$ is an $L^2(\mathcal{M})$-valued inner product over $\mathcal{X}$, and $(\mathcal{X}, \|\cdot\|_{\mathcal{X}})$ is a Banach space, is called an $L^p(\mathcal{M})$-Hilbert module. When $p = 2$ it is a Hilbert space with scalar product

$$(x, y)_{\mathcal{X}} = \tau(x, y). \quad (25)$$

We can now prove that such structures are the ones that arise naturally as images under Helson maps of $(\Gamma, \Pi)$-invariant spaces.

**Proof of Theorem 4.** By Theorem 16, the action $\vartheta$ of $\mathcal{S}(\Gamma)$ on $(\mathcal{M}, \{\cdot, \cdot\}_K)$ given by operator composition from the right maps $\mathcal{M}$ into itself. Moreover, it satisfies axioms M1 to M5. Then $\mathcal{K}$ is an $\mathcal{S}(\Gamma)$-module, and the images of $(\Gamma, \Pi)$-invariant subspaces of $\mathcal{H}$ under a Helson map $\mathcal{T}$ are submodules.

Points i. to iii. of Definition 18 are properties of the bracket map. The main point to prove is then Property iv. of the inner product, i.e. that for all $F \in \mathcal{S}(\Gamma)$ and all $\Phi, \Psi \in M$ it holds

$$\{\Phi, \Psi F\}_\mathcal{K} = F^*\{\Phi, \Psi\}_\mathcal{K}. \quad (26)$$

This is a consequence of Proposition 12. Indeed, for $\varphi = \mathcal{T}^{-1}[\Phi]$, $\psi = \mathcal{T}^{-1}[\Psi]$

$$\{\Phi, \Psi F\}_\mathcal{K} = [\varphi, \mathcal{T}^{-1}[\Psi F]] = [\varphi, \mathcal{P}_\mathcal{F}\psi] = F^*\varphi, \psi = F^*\{\Phi, \Psi\}_\mathcal{K}. \quad (26)$$

Finally by (8) and Property III of the bracket map we have that

$$\tau(\{\Psi, \Psi\}_\mathcal{K}) = \tau([\mathcal{T}^{-1}[\Psi], \mathcal{T}^{-1}[\Psi]]) = \|\mathcal{T}^{-1}[\Psi]\|_{\mathcal{H}}^2 = \|\Psi\|_{\mathcal{H}}^2. \quad (26)$$

Thus, the norm induced by $\{\cdot, \cdot\}_\mathcal{K}$ coincides with the natural one induced by $L^2(\mathcal{M}, L^2(\mathcal{S}(\Gamma)))$, so $\mathcal{K}$ is a Hilbert space with the scalar product (25).

An analogous consequence of Proposition 12 is the following.

**Corollary 19.** Let $(\Gamma, \Pi, \mathcal{H})$ be a dual integrable triple, and let $V$ be a closed subspace of $\mathcal{H}$. Then $V$ is $(\Gamma, \Pi)$-invariant if and only if $(V, [\cdot, \cdot])$ is a $L^2(\mathcal{S}(\Gamma))$-Hilbert module with map $\vartheta$ given by

$$\vartheta(\psi, F) = \mathcal{P}_\mathcal{F}\psi.$$

Thus $\mathcal{H}$ together with the bracket map is an $L^2(\mathcal{S}(\Gamma))$-Hilbert module, that is unitarily isomorphic to $(\mathcal{K}, \{\cdot, \cdot\})$ by means of the Helson map $\mathcal{T}$.

Since the next treatment will deal either with general $L^2(\mathcal{S}(\Gamma))$-Hilbert modules or with the modular structure of $\mathcal{K}$, for simplicity we will abandon the notation $\vartheta$ and indicate the action of $\mathcal{S}(\Gamma)$ as a right action, i.e. with

$$\vartheta(\Psi, F) = \Psi F.$$

Modules are linear structures that allow much of the constructions associated to vector spaces, by taking linear combinations with coefficients in the associated algebras. In the present situation, the module structure resulting from Theorem 16 would suggest to consider general linear spaces (submodules) generated by elements of $\mathcal{K}$ with coefficients in $\mathcal{S}(\Gamma)$. However, we will see that it is particularly useful to consider coefficients belonging to a larger set of possibly unbounded operators. We will call these coefficients *outer coefficients*, in order to distinguish them from the ordinary ones belonging to $\mathcal{S}(\Gamma)$. We first define a composition $\Phi F$ of an element $\Phi \in \mathcal{X}$ with an element $F \in L^2(\mathcal{S}(\Gamma), \{\Phi, \Phi\})$, which can be done by the density of $\mathcal{S}(\Gamma)$ in $L^2(\mathcal{S}(\Gamma), \{\Phi, \Phi\})$. 
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Proposition 20. Let $\mathfrak{X}$ be an $L^2(\mathcal{H}(\Gamma))$-Hilbert module, let $\Phi \in \mathfrak{X}$, and let $F \in L^2(\mathcal{H}(\Gamma), \{\Phi, \Phi\})$. Then there is a unique element $\Psi_{F, \Phi} \in \mathfrak{X}$ such that, for all sequences $\{F_n\}_{n \in \mathbb{N}} \subset \mathcal{H}(\Gamma)$ converging to $F$ in $L^2(\mathcal{H}(\Gamma), \{\Phi, \Phi\})$, the sequence $\{\Phi F_n\}_{n \in \mathbb{N}} \subset \mathfrak{X}$ converges to $\Psi_{F, \Phi}$ in $\mathfrak{X}$, and satisfies

$$
\|\Psi_{F, \Phi}\|_\mathfrak{X} = \|F\|_{L^2(\Phi, \Phi)}.
$$

We will denote such element with $\Psi_{F, \Phi} = \Phi F$.

Proof. Let $\{F_n\}_{n \in \mathbb{N}} \subset \mathcal{H}(\Gamma)$ be a sequence converging to $F$ in $L^2(\mathcal{H}(\Gamma), \{\Phi, \Phi\})$. Then $\{\Phi F_n\}_{n \in \mathbb{N}} \subset \mathfrak{X}$ is a Cauchy sequence, because

$$
\|\Phi F_n - \Phi F_m\|_\mathfrak{X}^2 = \tau\left(\{\Phi(F_n - F_m), \Phi(F_n - F_m)\}\right)
= \tau\left(\{(F_n - F_m)^*\{\Phi, \Phi\}\right) = \|F_n - F_m\|^2_{L^2(\Phi, \Phi)}.
$$

Therefore, $\{\Phi F_n\}_{n \in \mathbb{N}}$ has a limit in $\mathfrak{X}$. The same argument proves the identity of the norms and the uniqueness of the element $\Phi F$.

The relevance of considering coefficients in this larger class of unbounded operators can be understood with the following argument. For a given single element $\Phi \in \mathfrak{X}$ consider the set

$$
M_{\Phi} = \{\Psi \in \mathfrak{X} | \exists F \in \mathcal{H}(\Gamma) : \Psi = \Phi F\}.
$$

This set is not closed in the (Banach) topology of $\mathfrak{X}$, because one could take a sequence $\{F_n\}_{n \in \mathbb{N}} \subset \mathcal{H}(\Gamma)$ converging to some $F \in L^2(\mathcal{H}(\Gamma), \{\Phi, \Phi\})$, so that the sequence $\{\Psi_n\}_{n \in \mathbb{N}} = \{\Phi F_n\}_{n \in \mathbb{N}}$ converges to $\Phi F$ in $\mathfrak{X}$, as in Proposition 20. As a consequence, the smallest closed submodule of $\mathfrak{X}$ containing $M_{\Phi}$ contains also the element $\Phi F$, which does not belong to $M_{\Phi}$. In particular this implies that, in order to generate a closed submodule from a finite family, one needs either to take the closure of the span $\mathcal{H}(\Gamma)$ or to consider a span associated to coefficients that do not belong to $\mathcal{H}(\Gamma)$. This motivates the following definition.

Definition 21. Let $\mathfrak{X}$ be an $L^2(\mathcal{H}(\Gamma))$-Hilbert module and let $\Phi = \{\Phi_j\}_{j \in \mathbb{I}} \subset \mathfrak{X}$ be a countable sequence. We will call outer span of $\Phi$ the space of their finite linear combinations with coefficients in the associated weighted $L^2$ spaces:

$$
\text{outerspan } \Phi = \left\{\Psi \in \mathfrak{X} | \exists \text{ finite sequence } \{C_j\}_{j \in \mathbb{I}} \text{ such that } C_j \in L^2(\mathcal{H}(\Gamma), \{\Phi_j, \Phi_j\}) \text{ and } \Psi = \sum_{j \in \mathbb{I}} \Phi_j C_j \right\}
$$

where the compositions $\Phi_j C_j$ are defined in the sense of Proposition 20.

Observe that, for any finite sequence $\Phi = \{\Phi_j\}_{j \in \mathbb{I}} \subset \mathfrak{X}$, one has that

$$
\text{outerspan } \Phi = \sum_{j \in \mathbb{I}} M_{\Phi_j}^\mathfrak{X} = \sum_{j \in \mathbb{I}} M_{\Phi_j}^\mathfrak{X},
$$

where we have used the notation (27), and the sum of the $M_{\Phi_j}$ is the usual modular span with coefficients in $\mathcal{H}(\Gamma)$ of the finite sequence $\Phi$, i.e.

$$
\sum_{j \in \mathbb{I}} M_{\Phi_j} = \{\Psi \in \mathfrak{X} | \exists \text{ finite } \{F_j\}_{j \in \mathbb{I}} \subset \mathcal{H}(\Gamma) : \Psi = \sum_{j \in \mathbb{I}} \Phi_j F_j = \text{span}_{\mathcal{H}(\Gamma)} \Phi\}.
$$
For general, possibly infinite, countable families, it can be seen that the closure of the outer span coincides with the closure of the usual modular span, so that

\[ \mathcal{X}_\Phi = \text{outerspan } \Phi = \text{span}_{\mathcal{A}(\Gamma)} \Phi \]

defines a closed submodule of \( \mathcal{X} \), that we will denote with \( \mathcal{X}_\Phi \).

Not only the modular structure of \( \mathcal{X} \) can be extended to outer coefficients, as in Proposition 20. Also the Hilbert structure, in the sense that Property iv. of Definition 18 can be obtained as in the following proposition.

**Proposition 22.** Let \( \mathcal{X} \) be an \( L^2(\mathcal{A}(\Gamma)) \)-Hilbert module, let \( \Phi, \Psi \in \mathcal{X} \) and let \( F \in L^2(\mathcal{A}(\Gamma), \langle \Phi, \Phi \rangle) \). Then \( \{ \Phi, \Psi \} F \in L^1(\mathcal{A}(\Gamma)) \) and

\[ \{ \Phi F, \Psi \} = \{ \Phi, \Psi \} F \]

where the composition \( \Phi F \) is intended in the sense of Proposition 20.

**Proof.** By [50, Prop. 3.2], for \( \Phi, \Psi \in \mathcal{X} \) there is a \( B \in \mathcal{A}(\Gamma) \) with \( \|B\|_\infty \leq 1 \) such that\(^2\) \( \{ \Phi, \Psi \} = \{ \Psi, \Psi \} \frac{1}{2} B \{ \Phi, \Phi \} \frac{1}{2} \). Thus, by Hölder’s inequality

\[
\|\{ \Phi, \Psi \} F\|_1 = \|\{ \Psi, \Psi \} \frac{1}{2} B \{ \Phi, \Phi \} \frac{1}{2} F\|_1 \leq \|\{ \Psi, \Psi \} \| B \|_2 \| \{ \Phi, \Phi \} \|_2 \leq \|\Psi\|_X \| F\|_{2,\{\Phi,\Phi\}}.
\]

Hence \( \{ \Phi, \Psi \} F \in L^1(\mathcal{A}(\Gamma)) \). To prove (29), let \( \{ F_n \}_{n \in \mathbb{N}} \subset \mathcal{A}(\Gamma) \) be a sequence converging to \( F \) in \( L^2(\mathcal{A}(\Gamma), \langle \Phi, \Phi \rangle) \). By the same argument as before and the definition of \( L^2(\mathcal{A}(\Gamma)) \)-Hilbert module we have that for all \( n \in \mathbb{N} \)

\[ \|\{ \Phi F_n, \Psi \} - \{ \Phi, \Psi \} F\|_1 \leq \|\{ \Phi, \Psi \} F_n - \{ \Phi, \Psi \} F\|_1 \leq \|\Psi\|_X \| F_n - F\|_{2,\{\Phi,\Phi\}} \]

so that \( \{ \Phi F_n, \Psi \}_{n \in \mathbb{N}} \) converges to \( \{ \Phi, \Psi \} F \) in \( L^1(\mathcal{A}(\Gamma)) \). On the other hand, by Proposition 20 we have that \( \{ \Phi F_n \}_{n \in \mathbb{N}} \) converges to \( \Phi F \) in \( \mathcal{X} \), while [50, Prop. 3.2] implies that for all \( \Psi \in \mathcal{X} \) the map

\[ b_\Phi : \mathcal{X} \to L^1(\mathcal{A}(\Gamma)) \]

\[ \Phi \to \{ \Phi, \Psi \} \]

is bounded. Thus \( \{ \Phi F_n, \Psi \}_{n \in \mathbb{N}} \) converges to \( \{ \Phi F, \Psi \} \) in \( L^1(\mathcal{A}(\Gamma)) \) and the conclusion follows by uniqueness of the limit.

The presence of outer coefficients is not exclusive of this setting. Indeed, they appeared in disguise already in [11, Th. 2.14], that is one of the fundamental results in the theory of shift-invariant spaces. We can extend it to the present setting, and characterize the multiplier as an outer coefficient, as follows.

**Proposition 23.** Let \( (\Gamma, \Pi, \mathcal{H}) \) be a dual integrable triple with associated Helson map \( \mathcal{T} \) and let \( \varphi, \psi \in \mathcal{H} \). Then \( \varphi \in \langle \psi \rangle_\Gamma \) if and only if there exists \( F \in L^2(\mathcal{A}(\Gamma), [\psi, \psi]) \) satisfying

\[ \mathcal{T}[\varphi] = \mathcal{T}[\psi] F \]

and in this case one has \([\varphi, \psi] = [\psi, \psi] F\).

\(^2\)Observe that the relationship between the inner product \( \langle \cdot, \cdot \rangle \) of [50] and the one of Definition 18 is \( \langle x, y \rangle = \{ y, x \} \).
Before proving this statement, we observe that for a.e. \( x \in \mathcal{M} \) the composition \( T[\psi](x)F \) is an operator affiliated to \( \mathcal{A}(\Gamma) \), which coincides with that of Proposition 20 when \( F \in L^2(\mathcal{A}(\Gamma), [\psi, \psi]) \).

The proof of this proposition is based on an intermediate result that extends Proposition 12 by making use of Proposition 20 and Corollary 10.

**Lemma 24.** Let \( \psi \in \mathcal{H} \) and let \( F \in L^2(\mathcal{A}(\Gamma), [\psi, \psi]) \). Then

\[
T[\psi]F = T[P_F \psi]
\]

where \( P_F \psi \) is given by Corollary 10, so in particular \( T[\psi]F \in T(\langle \psi \rangle_\Gamma) \).

**Proof.** Let \( \{F_n\}_{n \in \mathbb{N}} \subset \mathcal{A}(\Gamma) \) be a sequence converging to \( F \) in the \( \| \cdot \|_{L^2[\psi, \psi]} \) norm. By Proposition 20 we have that \( T[\psi]F_n \) converges to \( T[\psi]F \) in \( \mathcal{K} \). On the other hand, Proposition 12 ensures that

\[
T[\psi]F_n = T[P_{F_n} \psi] \quad \forall n
\]

while, by Corollary 10 and the fact that \( T \) is an isometry, we have that the sequence \( \{T[P_{F_n} \psi]\}_{n \in \mathbb{N}} \) converges to \( T[P_F \psi]F \) in \( \mathcal{K} \). This shows (30), because

\[
\|T[P_F \psi] - T[P_{F_n} \psi]\|_\mathcal{A} = \|P_F \psi - P_{F_n} \psi\|_\mathcal{H} = \|F - F_n\|_{L^2[\psi, \psi]}.
\]

Since, by Corollary 10, \( P_F \psi \in \langle \psi \rangle_\Gamma \), then \( T[\psi]F \) belongs to \( T(\langle \psi \rangle_\Gamma) \). \( \square \)

**Proof of Proposition 23.** By Corollary 10 we have that \( \varphi \in \langle \psi \rangle_\Gamma \) if and only if there exists \( F \in L^2(\mathcal{A}(\Gamma), [\psi, \psi]) \) such that \( \varphi = T_F \psi \). The main statement is then a consequence of Lemma 24. This implies in particular that

\[
\{T[\varphi], T[\psi]\}_\mathcal{K} = \{T[\psi]F, T[\psi]\}_\mathcal{K}
\]

so that the identity \( [\varphi, \psi] = [\psi, \psi]F \) can be deduced by Proposition 22 and the definition of \( \mathcal{K} \) inner product given in (8). \( \square \)

Next theorem extends Proposition 23 to countable families of generators. In particular, when the family is finite it shows the role of outer coefficients in order to represent \((\Gamma, \Pi, \mathcal{H})\)-invariant subspaces of the original Hilbert space \( \mathcal{H} \) as submodules of \( \mathcal{K} \). As such, it is a direct extension of [12, Th. 1.7].

**Theorem 25.** Let \((\Gamma, \Pi, \mathcal{H})\) be a dual integrable triple with Helson map \( T \). Let \( \{\varphi_j\}_{j \in \mathcal{I}} \subset \mathcal{H} \) be a countable family, denote with \( \Phi = \{T[\varphi_j]\}_{j \in \mathcal{I}} \) and with \( E = \{\Pi(\gamma)\varphi_j : \gamma \in \Gamma, j \in \mathcal{I}\} \), and let \( V = \text{span} E^\mathcal{M} \). Then

\[
T[V] = X_\Phi
\]

and in particular, when the family \( \{\varphi_j\}_{j \in \mathcal{I}} \) is finite, we have

\[
T[V] = \text{outerspan}\{T[\varphi_j] : j \in \mathcal{I}\}.
\]

**Proof.** By Lemma 24 we have that for each \( j \in \mathcal{I} \)

\[
\text{outerspan}\{T[\varphi_j]\} \subset T[\langle \varphi_j \rangle_\Gamma],
\]

which in particular implies that \( X_\Phi = \text{outerspan}\{T[\varphi_j] : j \in \mathcal{I}\} \subset T[V] \).

To show the opposite inclusion, let first take \( \Psi \in T[\text{span} E] \). Then \( \Psi = T[\psi] \) with \( \psi = \sum_{j \in \mathcal{I}} \sum_{\gamma \in \Gamma} c_{j,\gamma} \Pi(\gamma)\varphi_j \) and \( c = \{c_{j,\gamma}\}_{j \in \mathcal{I}, \gamma \in \Gamma} \) being a finite sequence.
For each \( j \) the operator \( C_j = \sum_{\gamma \in \Gamma} C_j, \gamma \rho(\gamma)^* \) is a trigonometric polynomial, so that it satisfies
\[
T[\varphi_j] C_j = T[PC_j \varphi_j]
\]
by definition of Helson map. Thus,
\[
\psi = \sum_{j \in I} PC_j \varphi_j = T^{-1} \sum_{j \in I} T[\varphi_j] C_j
\]
hence proving that \( \Psi \in \text{span}_{\text{span}\mathcal{H}} \{ T[\varphi_j] : j \in I \} \).

**Corollary 26.** Let \((\Gamma, \Pi, \mathcal{H})\) be a dual integrable triple with Helson map \( T \), let \( K = T[H] \) and let \( M \) be a closed submodule of \( K \). Then \( M \) admits a countable family \( \{ \Phi_j \} \) of generators.

**Proof.** By Theorem 16, all submodules of \( K \) that are closed with respect to the topology of \( K \) are the image under \( T \) of a closed \((\Gamma, \Pi)\)-invariant subspace of \( \mathcal{H} \), so this corollary is a consequence of Lemma 6 and Theorem 25.

### 3.2 Fundamental modular operators

In this section we will introduce the modular analogous of the synthesis, analysis and Gram operators associated to a countable family \( \Phi = \{ \Phi_j \} \) in an \( L^2(\mathcal{H}) \)-Hilbert module \( X \). We will do this with respect to two different classes of spaces of coefficients. At first we will consider the case of outer coefficients, which does not require any assumption on \( \Phi \) and allows to characterize the domains and ranges of the operators in a general way. Then, we will consider an assumption on the family \( \Phi \) that is the weakest possible assumption allowing to obtain a modular Gram operator that is densely defined on a space of unweighted coefficients. This approach will provide the basis for the characterizations of the modular analogous of Riesz and frame systems that will be developed in the next section.

#### 3.2.1 Basic definitions on spaces of outer coefficients

We introduce now the fundamental operators in terms of the natural spaces of outer coefficients studied in the previous section. In order to do so, we first define some classes of spaces of sequences associated to countable families in \( X \).

**Definition 27.** Let \( X \) be an \( L^2(\mathcal{H}) \)-Hilbert module and let \( \Phi = \{ \Phi_j \} \subset X \) be a countable family. For \( 0 \leq p \leq \infty \) we define the weighted summability spaces
\[
\ell^p_{\Phi}(\mathcal{I}, \mathcal{H}) = \left\{ C = \{ C_j \} \in \mathcal{I} \mid C_j \in L^2(\mathcal{H}), (\Phi_j, \Phi_j) \} \forall j \in \mathcal{I} \right. \}
\]
and
\[
\{ \| C_j \|^p_{2,\{\Phi_j, \Phi_j\}} \} \subset \ell_p(\mathcal{I}) \}
\]
For \( p \geq 1 \) they are Banach spaces with norm
\[
\| C \|^p_{\ell^p_{\Phi}} = \begin{cases} \left( \sum_{j \in \mathcal{I}} \| C_j \|^p_{2,\{\Phi_j, \Phi_j\}} \right)^{\frac{1}{p}} & 1 \leq p < \infty \\ \sup_{j \in \mathcal{I}} \{ \| C_j \|^p_{2,\{\Phi_j, \Phi_j\}} \} & p = \infty \end{cases}
\]
satisfying the usual inclusions

\[ \ell^2_p(I, \mathcal{R}(\Gamma)) \subset \ell^2_q(I, \mathcal{R}(\Gamma)), \quad p \leq q. \]

With \( p = 0 \) we mean that the sequence is finite, while \( p = 2 \) corresponds to a
direct sum of Hilbert spaces

\[ \ell^2_2(I, \mathcal{R}(\Gamma)) = \bigoplus_{j \in I} L^2(\mathcal{R}(\Gamma), \{\Phi_j, \Phi_j\}). \]

These spaces provide a natural environment to introduce a synthesis operator
as an operator turning coefficients into linear combinations.

**Definition 28.** The modular synthesis operator associated to a countable family
\( \Phi = \{\Phi_j\}_{j \in I} \subset X \) is the operator
\[
\tilde{T}_\Phi : \ell^2_0(I, \mathcal{R}(\Gamma)) \to \text{outspan } \Phi
\]
\[ C \mapsto \sum_{j \in I} \Phi_j C_j. \]

The modular synthesis operator can be extended to infinite sequences be-
longing to \( \ell^2_1(I, \mathcal{R}(\Gamma)) \) as follows.

**Lemma 29.** The modular synthesis operator \( \tilde{T}_\Phi \) associated to a countable fam-
ily \( \Phi = \{\Phi_j\}_{j \in I} \subset X \) extends to a bounded operator from \( \ell^2_1(I, \mathcal{R}(\Gamma)) \) to \( X \),
satisfying
\[
\| \tilde{T}_\Phi C \|_X \leq \| C \|_{\ell^2_1}. \]

**Proof.** This is a direct consequence of Proposition 20. Indeed,
\[
\| \tilde{T}_\Phi C \|_X = \| \sum_{j \in I} \Phi_j C_j \|_X \leq \sum_{j \in I} \| \Phi_j C_j \|_X = \sum_{j \in I} \| C_j \|_{2, (\Phi_j, \Phi_j)}. \]

In analogy with the common Hilbert space setting, one can introduce the
dual operator of \( \tilde{T}_\Phi \) as the operator
\[
\tilde{T}_\Phi^* : X^* \to (\ell^2_1(I, \mathcal{R}(\Gamma)))^*
\]
which, when applied to \( \Psi \in X \approx X^* \), acts linearly on \( C \in \ell^2_1(I, \mathcal{R}(\Gamma)) \) as
\[
(\tilde{T}_\Phi^* \Psi) C = \langle \tilde{T}_\Phi C, \Psi \rangle_X = \tau \left( \sum_{j \in I} \Phi_j C_j, \Psi \right) = \tau \left( \sum_{j \in I} \{\Phi_j, \Psi\} C_j \right),
\]
where the last identity is due to Proposition 22. This leads to the following
definitions of modular analysis and modular Gram operators.

**Definition 30.** We will call modular analysis operator \( \tilde{T}_\Phi^* \) associated to a countable family \( \Phi = \{\Phi_j\}_{j \in I} \subset X \) the bounded map
\[
\tilde{T}_\Phi^* : X \to (\ell^2_1(I, \mathcal{R}(\Gamma)))^*
\]
\[ \Psi \mapsto \{\{\Psi, \Phi_j\}\}_{j \in I}, \]
where we have identified the sequence \( \{\{\Psi, \Phi_j\}\}_{j \in I} \) with the linear functional
(31). We will call modular Gram operator the composition of modular synthesis
and analysis operators
\[
\tilde{G}_\Phi = \tilde{T}_\Phi^* \tilde{T}_\Phi : \ell^2_1(I, \mathcal{R}(\Gamma)) \to (\ell^2_1(I, \mathcal{R}(\Gamma)))^*
\]
\[ C \mapsto \{\{\sum_k \Phi_k C_k, \Phi_j\}\}_{j \in I} = \{\sum_k \{\Phi_k, \Phi_j\} C_k\}_{j \in I}. \]
As for the usual Hilbert space setting, the modular Gram operator allows to define a quadratic form which characterizes the domain of the modular synthesis operator. The resulting structure in this setting is not only a Hilbert space but an $L^2(\mathcal{H}(\Gamma))-\text{Hilbert module}$. 

**Lemma 31.** Let $\mathcal{X}$ be an $L^2(\mathcal{H}(\Gamma))-\text{Hilbert module}$, and let $\Phi = \{\Phi_j\}_{j \in I} \subset \mathcal{X}$ be a countable family. The map

$$\langle \cdot, \cdot \rangle_{\tilde{\Phi}} : \ell^2_1(\mathcal{I}, \mathcal{H}(\Gamma)) \times \ell^2_1(\mathcal{I}, \mathcal{H}(\Gamma)) \rightarrow L^1(\mathcal{H}(\Gamma))$$

$$(C, D) \mapsto \sum_{j \in I} D_j^* (\tilde{\Phi}_j C)_j$$

is an $L^1(\mathcal{H}(\Gamma))-\text{valued inner product}$ in the sense of Definition 18, satisfying

$$\tau(\{C, C\}_{\tilde{\Phi}}) = \|\tilde{T}_\Phi C\|_\mathcal{X}^2.$$ 

**Proof.** The argument is based on Proposition 22, which implies

$$\{C, D\}_{\tilde{\Phi}} = \sum_{j \in I} D_j^* (\tilde{\Phi}_j C)_j = \sum_{j, k \in I} D_j^* \{\Phi_k, \Phi_j\} C_k = \left\{ \sum_{k \in I} \Phi_k C, \sum_{j \in I} \Phi_j D_j \right\}$$

so that all the properties of an $L^1(\mathcal{H}(\Gamma))-\text{valued inner product}$ are inherited from those of $\langle \cdot, \cdot \rangle$. The identity (32) is the definition of the $\mathcal{X}$ norm. \hfill $\square$

If we denote with $\| \cdot \|_{\tilde{\Phi}}$ the seminorm on $\ell^2_1(\mathcal{I}, \mathcal{H}(\Gamma))$ given by (32), i.e.

$$\|C\|_{\tilde{\Phi}} = \|\tilde{T}_\Phi C\|_\mathcal{X} = \|C\|_\mathcal{X}$$

and we denote with $\mathcal{N}$ its null space

$$\mathcal{N} = \{C \in \ell^2_1(\mathcal{I}, \mathcal{H}(\Gamma)) \mid \|C\|_{\tilde{\Phi}} = 0\}$$

we can characterize the modular synthesis operator as follows.

**Theorem 32.** Let $\Phi = \{\Phi_j\}_{j \in I} \subset \mathcal{X}$ be a countable family, and let $\mathcal{H}_{\tilde{\Phi}}$ be the Hilbert space

$$\mathcal{H}_{\tilde{\Phi}} = \ell^2_1(\mathcal{I}, \mathcal{H}(\Gamma))/\mathcal{N}^{\|\cdot\|_{\tilde{\Phi}}}.$$ 

Then $(\mathcal{H}_{\tilde{\Phi}}, \langle \cdot, \cdot \rangle_{\tilde{\Phi}})$ is an $L^2(\mathcal{H}(\Gamma))-\text{Hilbert module}$, and the modular synthesis operator defines an isomorphism of $L^2(\mathcal{H}(\Gamma))-\text{Hilbert modules}$

$$\tilde{T}_\Phi : \mathcal{H}_{\tilde{\Phi}} \rightarrow \mathcal{X}_\Phi$$

where $\mathcal{X}_\Phi$ is defined as in (28).

**Proof.** Since $\ell^2_1(\mathcal{I}, \mathcal{H}(\Gamma))$ is a module, also $\mathcal{H}_{\tilde{\Phi}}$ is a module. Moreover, by Lemma 31 it is endowed with the $L^1(\mathcal{H}(\Gamma))-\text{valued inner product}$ $\langle \cdot, \cdot \rangle_{\tilde{\Phi}}$, and this induces a scalar product that coincides with the polarization of the norm (33), which makes it a Hilbert space. So it is an $L^2(\mathcal{H}(\Gamma))-\text{Hilbert module}$.

In order to see that $\tilde{T}_\Phi$ defines a surjective isometry as in (34), observe first that, from the identity (32) we obtain that $\mathcal{N} = \text{Ker}(\tilde{T}_\Phi)$, so that (34) holds, and we also obtain that $\tilde{T}_\Phi$ is an isometry. In order to prove surjectivity, assume that there exists $\Psi \in \mathcal{X}_\Phi$ such that $\{\Psi, \tilde{T}_\Phi C\} = 0$ for all $C \in \mathcal{H}_{\tilde{\Phi}}$. This means in particular that $\Psi$ is orthogonal to $\Phi$, which implies $\Psi = 0$. \hfill $\square$
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3.2.2 Densely defined operators in $\ell_2(\mathcal{I}, L^2(\mathcal{A}(\Gamma)))$

In this and the following sections, for a given Banach space $V$ we will denote with $\ell_p(\mathcal{I}, V)$ the associated vector-valued $\ell_p$ spaces. A particularly relevant space is $\ell_2(\mathcal{I}, L^2(\mathcal{A}(\Gamma)))$, which is actually endowed with a natural $L^2(\mathcal{A}(\Gamma))$-Hilbert module structure that generalizes the one of standard countably generated Hilbert $C^*$-modules. It is called principal in [50, §3]. In this section we will provide the minimal assumption in order for the modular Gram operator to be densely defined in $\ell_2(\mathcal{I}, L^2(\mathcal{A}(\Gamma)))$. We resume the basic properties that we will need in the following proposition, referring to [50] for proof and details.

**Proposition 33.** The separable Hilbert space $\ell_2(\mathcal{I}, L^2(\mathcal{A}(\Gamma))) = \bigoplus_{j \in \mathcal{I}} L^2(\mathcal{A}(\Gamma))$ is an $L^2(\mathcal{A}(\Gamma))$-Hilbert module with inner product

$$\{C, D\}_2 = \sum_{j \in \mathcal{I}} D_j^* C_j , \quad C, D \in \ell_2(\mathcal{I}, L^2(\mathcal{A}(\Gamma))).$$

The condition that we will need in this subsection is the following. We say that a countable family $\Phi = \{\Phi_j\}_{j \in \mathcal{I}}$ in an $L^2(\mathcal{A}(\Gamma))$-Hilbert module $X$ is modular square integrable if

$$T_j = \sum_{k \in \mathcal{I}} |\{\Phi_j, \Phi_k\}|^2 \in L^1(\mathcal{A}(\Gamma)) \quad \forall j \in \mathcal{I}. \quad (35)$$

**Theorem 34.** The modular Gram operator $\tilde{\Phi}_\mathcal{A}$ associated to a countable family $\Phi = \{\Phi_j\}_{j \in \mathcal{I}} \subset X$ is densely defined from $\ell_2(\mathcal{I}, L^2(\mathcal{A}(\Gamma)))$ to itself, and its domain contains $\ell_0(\mathcal{I}, \mathcal{A}(\Gamma))$, if and only if $\Phi$ is modular square integrable.

The proof strongly relies on the following lemma, that proves that having a modular analysis operator that maps $\text{span}_{\mathcal{A}(\Gamma)} \Phi$ into $\ell_2(\mathcal{I}, L^2(\mathcal{A}(\Gamma)))$ is equivalent to the modular square integrability condition.

**Lemma 35.** The modular analysis operator $\tilde{T}_\Phi$ for $\Phi = \{\Phi_j\}_{j \in \mathcal{I}} \subset X$ sends $\text{span}_{\mathcal{A}(\Gamma)} \Phi$ to $\ell_2(\mathcal{I}, L^2(\mathcal{A}(\Gamma)))$ if and only if condition (35) holds.

**Proof.** Let $\Lambda \subset \mathcal{I}$ be a finite set of indices, let $\Psi = \sum_{j \in \Lambda} \Phi_j C_j \in \text{span}_{\mathcal{A}(\Gamma)} \Phi$ for some $\{C_j\}_{j \in \Lambda} \in \ell_0(\mathcal{I}, \mathcal{A}(\Gamma))$, and let us first assume (35). Then \(^3\)

$$\|\tilde{T}_\Phi \Psi\|_{\ell_2(\mathcal{I}, L^2(\mathcal{A}(\Gamma)))}^2 = \tau\left(\sum_{k \in \mathcal{I}} \left|\sum_{j \in \Lambda} \{\Phi_j, \Phi_k\} C_j\right|^2\right) = \tau\left(\sum_{k \in \mathcal{I}} \left|\sum_{j \in \Lambda} \{\Phi_j, \Phi_k\} C_j\right|^2\right)$$

$$\leq 2|\Lambda| \tau\left(\sum_{k \in \mathcal{I}} \sum_{j \in \Lambda} |\{\Phi_j, \Phi_k\} C_j|^2\right) = 2|\Lambda| \sum_{k \in \mathcal{I}} \tau\left(\sum_{j \in \Lambda} |\{\Phi_j, \Phi_k\} C_j|^2\right)$$

$$\leq 2|\Lambda| \sum_{j \in \Lambda} \sum_{k \in \mathcal{I}} \|C_j\|_2^2 \|\{\Phi_j, \Phi_k\}\|_2^2 = 2|\Lambda| \sum_{j \in \Lambda} \|C_j\|_\infty^2 \|T_j\|_1$$

$$\leq |\Lambda| 2|\Lambda| \max_{j \in \Lambda} \|C_j\|_\infty^2 \max_{j \in \Lambda} \|T_j\|_1 < \infty.$$

\(^3\)Observe that the operator modulus satisfies the triangular inequality $|A + B| \leq |A| + |B|$ by definition, and $|(|A| + |B|)^2 \leq 2(|A|^2 + |B|^2)$ holds because

$$\begin{align*}
(|A| + |B|)^2 &= |A|^2 + |B|^2 + |A||B| + |B||A| \\
\end{align*}$$
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On the other hand, if \( \tilde{T}_\Phi : \text{span}_{\mathcal{H}(\Gamma)}\Phi \to \ell_2(\mathcal{I}, L^2(\mathcal{H}(\Gamma))) \), then

\[
\|\tilde{T}_\Phi \Phi_j\|_{\ell_2(\mathcal{I}, L^2(\mathcal{H}(\Gamma)))}^2 = \tau(T_j) < \infty \quad \forall j \in \mathcal{I}
\]

which coincides with condition (35).

**Proof of Theorem 34.** Observe that \( \ell_0(\mathcal{I}, \mathcal{H}(\Gamma)) \) is dense in \( \ell_2(\mathcal{I}, L^2(\mathcal{H}(\Gamma))) \), and that the modular synthesis operator of a family \( \Phi = \{\Phi_j\}_{j \in \mathcal{I}} \subset \mathcal{X} \) sends finite sequences of \( \mathcal{H}(\Gamma) \)-coefficients into the \( \mathcal{H}(\Gamma) \)-linear span of \( \Phi \).

\[
\tilde{T}_\Phi : \ell_0(\mathcal{I}, \mathcal{H}(\Gamma)) \to \text{span}_{\mathcal{H}(\Gamma)}\Phi.
\]

Then the proof of the Theorem follows by Lemma 35 and the definition of modular Gram operator.

Finally we observe that, even if \( \tilde{T}_\Phi \) is densely defined from \( \ell_2(\mathcal{I}, L^2(\mathcal{H}(\Gamma))) \) to \( \mathcal{X} \) in the sense of (36), one can not obtain in this space a modular analogous of the useful classical result given by [19, Lemma 3.2.1] without assuming that the weights \( \{\Phi_j, \Phi_j\}_{j \in \mathcal{I}} \) belong to \( \mathcal{H}(\Gamma) \). In the next section we will discuss how the modular analogous of the Riesz and Bessel condition, that are stronger than modular square integrability, allow to replace the weighted spaces of coefficients with \( \ell_2(\mathcal{I}, L^2(\mathcal{H}(\Gamma))) \).

Here we conclude with the following simple observation.

**Corollary 36.** Let \( \Phi = \{\Phi_j\}_{j \in \mathcal{I}} \subset \mathcal{X} \) be a modular square integrable countable family, let \( \mathbb{P} \) be an orthogonal projection of \( \ell_2(\mathcal{I}, L^2(\mathcal{H}(\Gamma))) \). If

\[
\langle C, \tilde{S}_\Phi C \rangle_{\ell_2(\mathcal{I}, L^2(\mathcal{H}(\Gamma)))} \leq \langle C, \mathbb{P} C \rangle_{\ell_2(\mathcal{I}, L^2(\mathcal{H}(\Gamma)))} \quad \forall C \in \ell_0(\mathcal{I}, \mathcal{H}(\Gamma))
\]

then the modular synthesis operator \( \tilde{T}_\Phi \) is bounded from \( \ell_2(\mathcal{I}, L^2(\mathcal{H}(\Gamma))) \) to \( \mathcal{X} \).

**Proof.** This is a consequence of the density of \( \ell_0(\mathcal{I}, \mathcal{H}(\Gamma)) \) in \( \ell_2(\mathcal{I}, L^2(\mathcal{H}(\Gamma))) \) and of identity (32), observing that

\[
\|\tilde{T}_\Phi C\|_X^2 \leq \sum_{i,j \in \mathcal{I}} \tau(C_j \{\Phi_i, \Phi_j\} C_i) \leq \langle C, \tilde{S}_\Phi C \rangle_{\ell_2(\mathcal{I}, L^2(\mathcal{H}(\Gamma)))}.
\]

\[\Box\]

### 4 Noncommutative reproducing systems

Frames in Hilbert \( C^* \)-modules were introduced in [34], following works of [25], and constitute the content of several subsequent works (see e.g. [68, 48, 37, 52]). These notions were also developed to address the study of multiresolution analysis and of spaces invariant under unitary representations in [64, 72]. The Hilbert modular structure considered in the present paper is different, because the inner product does not take values in the algebra of coefficients but rather in a larger space of unbounded operators. While several aspects of the \( C^* \) theory are preserved in this setting, others require a different treatment mainly due to the appearance of unbounded operators. The main advantage, which is also the leading motivation to develop this framework, is the natural correspondence with \( (\Gamma, \Pi) \)-invariant spaces, which also gives the possibility to include previous results concerning discrete shifts in locally compact abelian groups, together with the associated notions and techniques of shift-invariant spaces. In particular, we will prove a characterization of reproducing systems in invariant spaces in terms of their analogous modular conditions on the generators.
4.1 Riesz and frame modular sequences

Let \((X, \{\cdot, \cdot\})\) be an \(L^2(\mathcal{A}(\Gamma))-\)Hilbert module, and let \(\Phi = \{\Phi_j\}_{j \in I} \subset X\) be a countable family. We introduce the following notion of Riesz sequence of operators in such modules as a direct generalization of the usual one.

**Definition 37.** We say that \(\Phi = \{\Phi_j\}_{j \in I} \subset X\) is a **modular Riesz sequence** with **Riesz bounds** \(0 < A \leq B < \infty\) if it satisfies

\[
A \sum_{j \in I} |C_j|^2 \leq \left\{ \sum_{j \in I} \Phi_j C_j, \sum_{j \in I} \Phi_j C_j \right\} \leq B \sum_{j \in I} |C_j|^2 \tag{37}
\]

for all finite sequences \(\{C_j\}_{j \in I}\) in \(\ell_0(I, \mathbb{R}(\Gamma))\).

The modular Riesz condition implies the following numerical condition, which shows in particular that the Hilbert space \(\ell_2(I, L^2(\mathcal{A}(\Gamma)))\) is the natural space of coefficients for modular Riesz sequences.

**Lemma 38.** If \(\Phi = \{\Phi_j\}_{j \in I} \subset X\) is a modular Riesz sequence with Riesz bounds \(A\) and \(B\), then the modular synthesis operator \(\tilde{T}_\Phi\) extends to a bounded invertible operator from \(\ell_2(I, L^2(\mathcal{A}(\Gamma)))\) to \(X\) satisfying

\[
A\|C\|_{\ell_2(I, L^2(\mathcal{A}(\Gamma)))}^2 \leq \|\tilde{T}_\Phi C\|^2_X \leq B\|C\|_{\ell_2(I, L^2(\mathcal{A}(\Gamma)))}^2 \tag{38}
\]

for all \(C \in \ell_2(I, L^2(\mathcal{A}(\Gamma)))\).

**Proof.** By taking the trace in the modular Riesz condition (37), and using the definition of norm in the \(L^2(\mathcal{A}(\Gamma))-\)Hilbert modules \(X\) and \(\ell_2(I, L^2(\mathcal{A}(\Gamma)))\), one gets condition (38) for all \(\{C_j\}_{j \in I}\) in \(\ell_0(I, \mathbb{R}(\Gamma))\). The conclusion then follows by the density of \(\ell_0(I, \mathbb{R}(\Gamma))\) in \(\ell_2(I, L^2(\mathcal{A}(\Gamma)))\). \(\square\)

Next lemma shows that the boundedness of the modular synthesis operator allows to prove that the modular analysis operator is its adjoint.

**Lemma 39.** Let \(\Phi = \{\Phi_j\}_{j \in I} \subset X\) be a modular Riesz sequence. Then the adjoint of the modular synthesis operator \(\tilde{T}_\Phi\) is the bounded operator from \(X\) to \(\ell_2(I, L^2(\mathcal{A}(\Gamma)))\) given by

\[
\tilde{T}_\Phi^* \Psi = \{[\Psi, \Phi_j]\}_{j \in I}, \quad \Psi \in X. \tag{39}
\]

**Proof.** Suppose that \(\Phi = \{\Phi_j\}_{j \in I} \subset X\) is a modular Riesz sequence with Riesz bounds \(A\) and \(B\). The modular Riesz condition implies in particular that

\[
A I \leq \{\Phi_j, \Phi_j\} \leq BI \quad \forall j \in I
\]

where \(I\) stands for the identity operator on \(\ell_2(\Gamma)\). It can be obtained from (37) when \(\{C_j\}_{j \in I}\) consists of only one element, and this element is the identity operator. Then, in particular, \(s_{\Phi_j, \Phi_j} = I\) so, by Lemma 8, we have

\[
L^2(\mathcal{A}(\Gamma), \{\Phi_j, \Phi_j\}) \approx L^2(\mathcal{A}(\Gamma)) \quad \text{for all } j \in I \tag{40}
\]

in the sense that the two spaces coincide as sets and their norms are equivalent up to constants \(A\) and \(B\). Now, by Lemma 38 the modular synthesis operator
Ψ extends to a bounded operator between the Hilbert spaces $\ell_2(\mathcal{I}, L^2(\mathcal{M}(\Gamma)))$ and $\mathcal{X}$. Its adjoint operator $\tilde{T}_\Phi^*$ is bounded from $\mathcal{X}$ to $\ell_2(\mathcal{I}, L^2(\mathcal{M}(\Gamma)))$ and satisfies

$$\langle \tilde{T}_\Phi^* \Psi, C \rangle_{\ell_2(\mathcal{I}, L^2(\mathcal{M}(\Gamma)))} = \langle \Psi, \tilde{T}_\Phi C \rangle_{\mathcal{X}}$$

for all $\Psi \in \mathcal{X}$ and all $C \in \ell_2(\mathcal{I}, L^2(\mathcal{M}(\Gamma)))$. Therefore,

$$
\begin{align*}
\langle \tilde{T}_\Phi^* \Psi, C \rangle_{\ell_2(\mathcal{I}, L^2(\mathcal{M}(\Gamma)))} &= \langle \Psi, \sum_{j \in \mathcal{I}} \Phi_j C_j \rangle_{\mathcal{X}} = \tau \left( \left\{ \sum_{j \in \mathcal{I}} \langle \Psi, \Phi_j \rangle C_j \right\} \right) \\
&= \tau \left( \sum_{j \in \mathcal{I}} \langle \Psi, \Phi_j \rangle C_j \right) = \tau \left( \sum_{j \in \mathcal{I}} C_j^* \{ \Psi, \Phi_j \} \right)
\end{align*}
$$

where the last identity is due to Proposition 22, which can be applied due to (40).

A similar modular generalization of the notion of Bessel sequence is the following.

**Definition 40.** We say that $\Phi = \{\Phi_j\}_{j \in \mathcal{I}} \subset \mathcal{X}$ is a modular Bessel sequence if there exists $B > 0$ such that

$$\sum_{j \in \mathcal{I}} |\langle \Psi, \Phi_j \rangle|^2 \leq B \sum_{j \in \mathcal{I}} |\langle \Psi, \Phi_j \rangle|^2 \quad \forall \Psi \in \mathcal{X}_\Phi,$$

where the convergence of the series is in $L^1(\mathcal{M}(\Gamma))$.

**Remark 41.** One cannot extend the modular Bessel condition from the (outer) span to the whole space relying on the same argument used in the usual Hilbert space case. Indeed, in Hilbert spaces, if $\sum_j |\langle \psi, \phi_j \rangle_\mathcal{H}|^2 \leq B \|\psi\|^2$ for all $\psi \in \mathcal{H}_\Phi = \overline{\text{span}}\{\phi_j\}$, then the same holds for any $\varphi \in \mathcal{H}$ because $\langle \varphi, \phi_j \rangle_\mathcal{H} = \langle \mathcal{P}_{\mathcal{H}_\Phi} \varphi, \phi_j \rangle_\mathcal{H}$, and $\|\mathcal{P}_{\mathcal{H}_\Phi} \varphi\|^2 \leq \|\varphi\|^2$. But in a Hilbert module the notion of orthogonality provided by the inner product $\langle \cdot, \cdot \rangle$ is weaker than the one provided by the scalar product $\langle \cdot, \cdot \rangle_{\mathcal{X}}$, and the whole module is not in general a sum of orthogonal complements (as for Hilbert $C^*$-modules, see e.g. [56]). More precisely, if $M \subset \mathcal{X}$ is a closed submodule, define

$$M^\perp = \{ \psi \in \mathcal{X} \mid \langle \psi, \Phi \rangle_{\mathcal{X}} = 0 \ \forall \Phi \in M \}, \quad M_{\perp}^\perp = \{ \psi \in \mathcal{X} \mid \langle \psi, \Phi \rangle_{\mathcal{X}} = 0 \ \forall \Phi \in M \}.$$

Then $M_{\perp}^\perp \subset M^\perp$ since by definition $\langle \psi, \Phi \rangle = 0$ implies $\langle \psi, \Phi \rangle_{\mathcal{X}} = 0$, but the converse is not true in general because $\tau(F) = 0$ does not imply $F = 0$.

The modular Bessel condition clearly implies modular square integrability, and is also strictly stronger than the ordinary Bessel condition.

**Corollary 42.** Let $\Phi = \{\Phi_j\}_{j \in \mathcal{I}} \subset \mathcal{X}$ be a modular Bessel sequence. Then it is an ordinary Bessel sequence in the Hilbert space $\mathcal{X}$ with the same constant.

**Proof.** By Hölder inequality and the finiteness of $\tau$, we have

$$|\langle \psi, \Phi_j \rangle_{\mathcal{X}}| = |\tau(\{\psi, \Phi_j\})| \leq \tau(|\langle \psi, \Phi_j \rangle|^2) \leq \tau(|\langle \psi, \Phi_j \rangle|^2)^{\frac{1}{2}} \quad \forall \psi \in \mathcal{X}.$$

Then, for all $\psi \in \mathcal{X}_\Phi$ we have

$$\sum_{j \in \mathcal{I}} |\langle \psi, \Phi_j \rangle_{\mathcal{X}}|^2 \leq \sum_{j \in \mathcal{I}} \tau(|\langle \psi, \Phi_j \rangle|^2) \leq B \tau(|\langle \psi, \Psi \rangle|^2) = B \|\psi\|^2$$

where the last inequality is obtained by taking the trace in the modular Bessel condition (41). So $\Phi$ is an ordinary Bessel sequence in the Hilbert space $\mathcal{X}_\Phi$, that can be extended to the whole $\mathcal{X}$ by standard arguments, see Remark 41.
One important property of modular Bessel sequences is that the modular analysis and synthesis operators are bounded between the Hilbert spaces $X_\Phi$ and $\ell_2(\mathcal{I}, L^2(\mathcal{A}(\Gamma)))$, and are the adjoint of one another.

**Theorem 43.** Let $\Phi = \{\Phi_j\}_{j \in \mathcal{I}} \subset X$ be a modular Bessel sequence. Then

i. the modular analysis operator $\tilde{T}_\Phi^*$ is bounded from $X_\Phi$ to $\ell_2(\mathcal{I}, L^2(\mathcal{A}(\Gamma)))$

ii. the modular synthesis operator $\tilde{T}_\Phi$ extends to a bounded operator from $\ell_2(\mathcal{I}, L^2(\mathcal{A}(\Gamma)))$ to $X_\Phi$ that coincides with the adjoint of $\tilde{T}_\Phi^*$.

**Proof.** The Bessel condition implies $\{\Phi_j, \Phi_j\} \in \mathcal{A}(\Gamma)$, with $\|\{\Phi_j, \Phi_j\}\|_\infty \leq B$, for all $j \in \mathcal{I}$, because (see also the argument in [4, Proof of Th. A])

$$\{\Phi_j, \Phi_j\}^2 \leq \sum_{j \in \mathcal{I}} |\{\Phi_j, \Phi_j\}|^2 \leq B \{\Phi_j, \Phi_j\}.$$ 

Then, in particular, $L^2(\mathcal{A}(\Gamma)) \subset L^2(\mathcal{A}(\Gamma), \{\Phi_j, \Phi_j\})$ for all $j \in \mathcal{I}$, because if $F \in L^2(\mathcal{A}(\Gamma))$ then by Holder's inequality we have that $\|F\|_{L^2(\mathcal{A}(\Gamma), \{\Phi_j, \Phi_j\})} \leq \sqrt{B} \|F\|_{L^2(\mathcal{A}(\Gamma))}$. Thus for all $p \geq 0$ we have

$$\ell_p(\mathcal{I}, L^2(\mathcal{A}(\Gamma))) \subset \ell^2_p(\mathcal{I}, \mathcal{A}(\Gamma)).$$ (42)

That $\tilde{T}_\Phi : X_\Phi \rightarrow \ell_2(\mathcal{I}, L^2(\mathcal{A}(\Gamma)))$ is bounded is a direct consequence of the Bessel condition, since, by Fubini’s Theorem and the monotonicity of $\tau$

$$\|\tilde{T}_\Phi \Psi\|^2_{\ell_2(\mathcal{I}, L^2(\mathcal{A}(\Gamma)))} = \sum_{j \in \mathcal{I}} \tau(\|\Psi, \Phi_j\|^2 \tau) = \tau\left(\sum_{j \in \mathcal{I}} \|\Psi, \Phi_j\|^2 \right) \leq B \tau(\|\Psi\|_{L^2(\mathcal{A}(\Gamma))}) = B \|\Psi\|^2_{L^2(\mathcal{A}(\Gamma))}.$$ 

Let us now denote with $(\tilde{T}_\Phi^*)^* : \ell_2(\mathcal{I}, L^2(\mathcal{A}(\Gamma))) \rightarrow X_\Phi$ the adjoint of $\tilde{T}_\Phi$. By definition, for all $\Psi \in X$ and all $C \in \ell_2(\mathcal{I}, L^2(\mathcal{A}(\Gamma)))$, we have

$$\langle \Psi, (\tilde{T}_\Phi^*)^* C \rangle_X = (\tilde{T}_\Phi^* \Psi, C)_{\ell_2(\mathcal{I}, L^2(\mathcal{A}(\Gamma)))} = \sum_{j \in \mathcal{I}} \tau(C_j) \langle \Psi, \Phi_j \rangle \}

= \tau\left(\sum_{j \in \mathcal{I}} \langle \Psi, \Phi_j \rangle C_j \right)$$ (43)

where the last identity is due to Fubini’s Theorem and Proposition 22. When $C \in \ell_0(\mathcal{I}, L^2(\mathcal{A}(\Gamma)))$, identity (43) implies

$$\langle \Psi, (\tilde{T}_\Phi^*)^* C \rangle_X = \tau\left(\left\langle \Psi, \sum_{j \in \mathcal{I}} \Phi_j C_j \right\rangle \right) = \langle \Psi, \tilde{T}_\Phi C \rangle_X$$

so that $(\tilde{T}_\Phi^*)^*$ coincides with $\tilde{T}_\Phi$ on $\ell_0(\mathcal{I}, L^2(\mathcal{A}(\Gamma)))$, where $\tilde{T}_\Phi$ is defined because of (42). Since this is a dense subset of $\ell_2(\mathcal{I}, L^2(\mathcal{A}(\Gamma)))$, then $(\tilde{T}_\Phi^*)^*$ provides a bounded extension of $\tilde{T}_\Phi$, that we will still denote with the same symbol $\tilde{T}_\Phi$.  

We now can prove that the modular Bessel property implies that the modular analysis operator is adjointable as an operator between the Hilbert modules $(X_\Phi, \{\cdot, \cdot\})$ and $(\ell_2(\mathcal{I}, L^2(\mathcal{A}(\Gamma))), \{\cdot, \cdot\}_2)$, and its modular adjoint is the bounded extension of the modular synthesis operator provided by Theorem 43.
Lemma 44. If $\Phi = \{\Phi_j\}_{j \in I} \subset \mathfrak{X}$ is a modular Bessel sequence, then

$$\{\tilde{T}_\Phi \Psi, C\}_2 = \{\Psi, \tilde{T}_\Phi C\} \quad \forall \Psi \in \mathfrak{X}_\Phi, \forall C \in \ell_2(I, L^2(\mathfrak{A}(\Gamma))).$$

Proof. By (42) and Proposition 22, for all $\Psi \in \mathfrak{X}_\Phi$ and all $C \in \ell_2(I, L^2(\mathfrak{A}(\Gamma)))$ we have that

$$C_j^* \{\Psi, \Phi_j\} = \sum_{j \in I} \{\Psi, \Phi_j C_j\}.$$

Let $\{C^{(k)}\}_{k \in \mathbb{N}} \subset \ell_2(I, L^2(\mathfrak{A}(\Gamma)))$ be convergent to $C$ in $\ell_2(I, L^2(\mathfrak{A}(\Gamma)))$, where each $C^{(k)} = \{C_j^{(k)}\}_{j \in I}$ is a finite sequence of $L^2(\mathfrak{A}(\Gamma))$ elements. Then

$$\{\tilde{T}_\Phi \Psi, C^{(k)}\}_2 = \sum_{j \in I} \{\Psi, \Phi_j C_j^{(k)}\} = \{\Psi, \sum_{j \in I} \Phi_j C_j^{(k)}\} = \{\Psi, \tilde{T}_\Phi C^{(k)}\}.$$

Since the inner products at both sides are, by definition, continuous in the topology of $L^1(\mathfrak{A}(\Gamma))$ with respect to each one of their arguments, and since, by Theorem 43, $\{\tilde{T}_\Phi C^{(k)}\}_{k \in \mathbb{N}}$ converges to $\tilde{T}_\Phi C$, then the claim is proved. \hfill \Box

A crucial property of modular Bessel sequences is that they allow us to use inner products arising from the modular analysis operator as coefficients for linear combinations. Indeed, if $\Phi \subset \mathfrak{X}$ is a modular Bessel sequence, then the operator $\tilde{\Phi} = \tilde{T}_\Phi \tilde{T}_\Phi^*$ is bounded on $\mathfrak{X}_\Phi$. It reads

$$\tilde{\Phi} \Psi = \sum_{j \in I} \Phi_j \{\Psi, \Phi_j\}$$

and we will call it modular frame operator.

We can now provide a notion of modular frames as follows.

Definition 45. We say that $\Phi = \{\Phi_j\}_{j \in I} \subset \mathfrak{X}$ is a modular frame sequence with frame bounds $0 < A \leq B < \infty$ if it satisfies

$$A \{\Psi, \Psi\} \leq \sum_{j \in I} |\{\Psi, \Phi_j\}|^2 \leq B \{\Psi, \Psi\} \quad \forall \Psi \in \mathfrak{X}_\Phi,$$

(44)

where the convergence of the series in the middle term is in $L^1(\mathfrak{A}(\Gamma))$.

Similarly to what we have done with Riesz systems, by applying the trace to (44) one can obtain a numerical necessary condition for modular frames.

Lemma 46. Let $\Phi = \{\Phi_j\}_{j \in I} \subset \mathfrak{X}$ be a modular frame sequence. Then

$$A\|\Psi\|_X^2 \leq \langle \Psi, \tilde{\Phi} \Psi\rangle_X \leq B\|\Psi\|_X^2 \quad \forall \Psi \in \mathfrak{X}_\Phi,$$

(45)

Proof. By applying the trace to the inequalities (44), one obtains

$$A\|\Psi\|_X^2 \leq \|	ilde{T}_\Phi \Psi\|_{\ell_2(I, L^2(\mathfrak{A}(\Gamma)))}^2 \leq B\|\Psi\|_X^2.$$

By Theorem 43, ii., we have that $(\tilde{T}_\Phi^*)^* = \tilde{T}_\Phi$, therefore

$$\langle \tilde{T}_\Phi^* \Psi, \tilde{T}_\Phi \Psi\rangle_{\ell_2(I, L^2(\mathfrak{A}(\Gamma)))} = \langle \Psi, \tilde{\Phi} \Psi\rangle_X.$$

\hfill \Box
We note explicitly that Lemma 46 does not imply that a modular frame sequence $\Phi$ is an ordinary frame of the Hilbert space $(X_\Phi, \langle \cdot, \cdot \rangle_X)$. Indeed, this would give us the possibility to express any $\Psi \in X_\Phi$ as an ordinary linear combination of $\Phi$ with scalar coefficients, which is not true even for a family $\Phi$ consisting of only one element. What can actually obtain is a bound from above of the ordinary frame operator by the modular frame operator. We recall that, for a frame sequence $\Psi = \{\psi_i\}_{i \in I}$ in a separable Hilbert space $H$, the ordinary frame operator is the bounded selfadjoint operator defined by

$$F_\Psi = T_\Psi T_\Psi^* : H \rightarrow H$$

$$\varphi \mapsto \sum_{i \in I} \langle \varphi, \psi_i \rangle H \psi_i.$$  

Then the following inequality holds

$$\tilde{F}_\Phi \leq \tilde{F}_\Phi$$  on $X_\Phi$.

Indeed, by Minkowski and Holder’s inequalities and the finiteness of $\tau$ we obtain

$$\langle \Psi, \tilde{F}_\Phi \Psi \rangle_X = \sum_{j \in I} |\tau(\{\Psi, \Phi_j\})|^2 \leq \tau \left( \sum_{j \in I} |\{\Psi, \Phi_j\}|^2 \right)^{\frac{1}{2}} = \|\{\Psi, \tilde{F}_\Phi \Psi\}|^{\frac{1}{2}}$$

$$\leq \|\{\Psi, \tilde{F}_\Phi \Psi\}|^{\frac{1}{2}} = \tau(\{\Psi, \tilde{F}_\Phi \Psi\}) = \langle \Psi, \tilde{F}_\Phi \Psi \rangle_X \quad \forall \Psi \in X_\Phi.$$  

On the other hand, the fact that $\text{span}_C \Phi^X$ is in general strictly smaller than $X_\Phi$, so that modular frames are not necessarily ordinary frames, implies that the reversed inequality does not hold in general.

4.2 Reproducing properties in $L^2(\mathcal{R}(\Gamma))-\text{Hilbert modules}$

In this subsection we will obtain the reproducing properties of modular Riesz and frame sequences. They are based on a general argument that allows to see that the numerical conditions (38) and (45) are not only necessary, but also sufficient for having respectively modular Riesz and modular frame sequences. This relies on a notion of invariance on the introduced modular structure.

Let us define the following action of $\mathcal{R}(\Gamma)$ on $L^1(\mathcal{R}(\Gamma))$

$$A : \mathcal{R}(\Gamma) \times L^1(\mathcal{R}(\Gamma)) \rightarrow L^1(\mathcal{R}(\Gamma))$$

$$(p, F) \mapsto A_p(F) = p^* F p.$$  

(46)

The map $A$ satisfies $A_{p_1} A_{p_2} = A_{p_2 p_1}$ for all $p_1, p_2 \in \mathcal{R}(\Gamma)$ and, for any fixed $p \in \mathcal{R}(\Gamma)$, the operator $A_p$ is continuous in $L^1(\mathcal{R}(\Gamma))$.

**Definition 47.** By $\mathcal{R}(\Gamma)$-conjugacy set we mean a set of selfadjoint operators $\Upsilon \subset L^1(\mathcal{R}(\Gamma))$ that is invariant under the action (46), i.e.

$$A_p \Upsilon \subset \Upsilon \quad \forall p \in \mathcal{R}(\Gamma).$$

The property that we will need about these conjugacy sets is that positivity of all their elements can be established in terms of the positivity of the traces, which is equivalent to [4, Lemma 2.3] when applied to $\mathcal{R}(\Gamma)$-modules.

**Lemma 48.** Let $\Upsilon$ be an $\mathcal{R}(\Gamma)$-conjugacy set. Then the following are equivalent
i. \( \tau(F) \geq 0 \) for all \( F \in \Upsilon \)

ii. \( F \geq 0 \) for all \( F \in \Upsilon \).

**Proof.** We only need to prove that i. implies ii. In order to show this, let

\[
p = \chi_{(-\infty,0)}(F)
\]

be the spectral projection of an \( F \in \Upsilon \) on the negative real axis. Assume by contradiction that ii. does not hold, so that \( p \neq 0 \). Then

\[
(Fp u, pu)_{\ell_2(\Gamma)} < 0 \quad \forall u \in \ell_2(\Gamma).
\]

This means that \( p^* F p < 0 \), hence implying that \( \tau(p^* F p) < 0 \), but this contradicts i. because \( p \in \mathcal{R}(\Gamma) \) by [75, Prop. 5.3.4], so \( p^* F p \in \Upsilon \).

**Theorem 49.** Let \( \mathcal{X} \) be an \( L^2(\mathcal{A}(\Gamma)) \)-Hilbert module.

i. A countable family \( \Phi = \{ \Phi_j \}_{j \in I} \subset \mathcal{X} \) is a modular Riesz sequence with Riesz bounds \( 0 < A \leq B < \infty \) if and only if for all \( C \in \ell_0(I, \mathcal{R}(\Gamma)) \)

\[
A \sum_{j \in I} \tau(|C_j|^2) \leq \tau(\{\check{T}_\Phi C, \check{T}_\Phi C\}) \leq B \sum_{j \in I} \tau(|C_j|^2) \quad (47)
\]

where \( \check{T}_\Phi \) is the modular synthesis operator associated to \( \Phi \).

ii. A countable family \( \Phi = \{ \Phi_j \}_{j \in I} \subset \mathcal{X} \) is a modular frame sequence with frame bounds \( 0 < A \leq B < \infty \) if and only if for all \( \Psi \in \mathcal{X} \) it holds

\[
A \tau(\{\Psi, \Psi\}) \leq \sum_{j \in I} \tau(|\{\Psi, \Phi_j\}|^2) \leq B \tau(\{\Psi, \Psi\}). \quad (48)
\]

**Proof.** To prove i., observe first that if \( \Phi \) is a modular Riesz sequence then (47) holds by Lemma 38. Assume now (47). Then, by Lemma 48, the proof is concluded if we can show that for any \( \alpha, \beta \in \mathbb{R} \) the set

\[
\Upsilon_1 = \left\{ F \in L^1(\mathcal{A}(\Gamma)) \mid \exists F = \alpha(\check{T}_\Phi C, \check{T}_\Phi C) + \beta \sum_{j \in I} |C_j|^2, \quad C \in \ell_0(I, \mathcal{R}(\Gamma)) \right\}
\]

is an \( \mathcal{A}(\Gamma) \)-conjugacy set. Since \( \Upsilon_1 \) is a space of selfadjoint \( L^1(\mathcal{A}(\Gamma)) \) operators, we only need to check the \( \mathcal{A} \)-invariance, which holds true by the modular invariance of the inner product \( \langle \cdot, \cdot \rangle \). Indeed, if \( C \in \ell_0(I, \mathcal{R}(\Gamma)) \), we have

\[
\mathcal{A}_p \left( \sum_{j \in I} |C_j|^2 \right) = \sum_{j \in I} |Cjp|^2, \quad \mathcal{A}_p \left( \{\check{T}_\Phi C, \check{T}_\Phi C\} \right) = \{\check{T}_\Phi Cp, \check{T}_\Phi Cp\}
\]

so \( \Upsilon_1 \) is \( \mathcal{A}_p \) invariant because \( Cp \in \ell_0(I, \mathcal{R}(\Gamma)) \).

To prove ii., by Lemma 46 if \( \Phi \) is a modular frame sequence then (48) holds. Assume now (48). The right inequality reads equivalently

\[
\left\| \sum_{j \in I} |\{\Psi, \Phi_j\}|^2 \right\|_1 \leq B \|\Psi\|_{\mathcal{X}}^2
\]
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so the sum \( \sum_{j \in \mathcal{I}} |\langle \psi, \phi_j \rangle|^2 \) converges in \( L^1(\mathcal{H}(\Gamma)) \). For any \( \alpha, \beta \in \mathbb{R} \) the set

\[
\mathcal{T}_2 = \left\{ F \in L^1(\mathcal{H}(\Gamma)) \mid F = \alpha \sum_{j \in \mathcal{I}} |\langle \psi, \phi_j \rangle|^2 + \beta \langle \psi, \psi \rangle, \psi \in \mathcal{X}_\Phi \right\}
\]

is then a well defined set of selfadjoint \( L^1(\mathcal{H}(\Gamma)) \) operators. By Lemma 48, the proof is then finished if we show that it is \( \mathcal{A} \)-invariant. Again, this holds true by the modular invariance of the inner product \( \langle \cdot, \cdot \rangle \) and the continuity of \( \mathcal{A}_p \), because

\[
\mathcal{A}_p \left( \sum_{j \in \mathcal{I}} |\langle \psi, \phi_j \rangle|^2 \right) = \sum_{j \in \mathcal{I}} \mathcal{A}_p (|\langle \psi, \phi_j \rangle|^2) = \sum_{j \in \mathcal{I}} p^* \langle \phi_j, \psi \rangle \{ \psi, \phi_j \}_p
\]

\[
= \sum_{j \in \mathcal{I}} \{ \phi_j, \psi \} \psi \{ \psi, \phi_j \} = \sum_{j \in \mathcal{I}} |\langle \psi, \phi_j \rangle|^2
\]

and \( \psi \{ \psi, \phi_j \} \in \mathcal{X}_\Phi \) because \( \mathcal{X}_\Phi \) is an \( \mathcal{H}(\Gamma) \)-module. \( \Box \)

An important consequence of this theorem is the following characterizations of modular Riesz and frame sequences in terms of the modular Gram operator.

**Theorem 50.** Let \( \Phi = \{ \phi_j \}_{j \in \mathcal{I}} \subset \mathcal{X} \) be a modular square integrable countable family, and let \( \mathcal{G}_\Phi : \ell_2(\mathcal{I}, \mathcal{H}(\Gamma)) \to \ell_2(\mathcal{I}, L^2(\mathcal{H}(\Gamma))) \) be the associated modular Gram operator (see Definition 30 and Theorem 34). Then the sequence \( \Phi \) is

i. a modular Riesz sequence with Riesz bounds \( 0 < A \leq B < \infty \) if and only if

\[
A \mathbb{I}_{\ell_2(\mathcal{I}, L^2(\mathcal{H}(\Gamma)))} \leq \mathcal{G}_\Phi \leq B \mathbb{I}_{\ell_2(\mathcal{I}, L^2(\mathcal{H}(\Gamma)))}
\]

(49)

where \( \mathbb{I}_{\ell_2(\mathcal{I}, L^2(\mathcal{H}(\Gamma)))} \) stands for the identity operator on \( \ell_2(\mathcal{I}, L^2(\mathcal{H}(\Gamma))) \).

ii. a modular frame sequence with frame bounds \( 0 < A \leq B < \infty \) if and only if

\[
A \mathcal{F}_{V_\Phi} \leq \mathcal{G}_\Phi \leq B \mathcal{F}_{V_\Phi}
\]

(50)

where \( \mathcal{F}_{V_\Phi} \) stands for the orthogonal projection in \( \ell_2(\mathcal{I}, L^2(\mathcal{H}(\Gamma))) \) onto the submodule \( V_\Phi = \text{Ran}(\mathcal{T}_\Phi^*) = \text{Ker}(\overline{\mathcal{T}_\Phi})^\perp \).

In order to prove this theorem, we will make use of the following lemma (for a proof, see [6]).

**Lemma 51.** Let \( \mathcal{H}_1 \) and \( \mathcal{H}_2 \) be separable Hilbert spaces, let \( K : \mathcal{H}_1 \to \mathcal{H}_2 \) be a bounded linear operator and denote with \( K^* : \mathcal{H}_2 \to \mathcal{H}_1 \) its adjoint. Let us call \( G = |K|^2 = K^* K \), and \( F = |K^*|^2 = KK^* \). Then for fixed \( 0 < A \leq B < +\infty \) the following are equivalent

i. \( A(Gc,c)_{\mathcal{H}_1} \leq \langle Gc,c \rangle_{\mathcal{H}_1} \leq B(Gc,c)_{\mathcal{H}_1} \) for all \( c \in \mathcal{H}_1 \)

ii. \( A\|\varphi\|^2_{\mathcal{H}_2} \leq \langle F\varphi,\varphi \rangle_{\mathcal{H}_2} \leq B\|\varphi\|^2_{\mathcal{H}_2} \) for all \( \varphi \in \text{Ran}(K) \).

**Proof of Theorem 50.** To prove i. assume first that \( \Phi \) is a modular Riesz sequence. Then, using Lemma 39, the inequalities in (47) read equivalently

\[
A\|C\|^2_{\ell_2(\mathcal{I}, L^2(\mathcal{H}(\Gamma)))} \leq \langle C, \mathcal{G}_\Phi C \rangle_{\ell_2(\mathcal{I}, L^2(\mathcal{H}(\Gamma)))} \leq B\|C\|^2_{\ell_2(\mathcal{I}, L^2(\mathcal{H}(\Gamma)))}
\]

(51)
which proves (49). Conversely, if we assume (49), then by Lemma 36 the modular synthesis operator $\tilde{T}_\Phi$ is bounded on $l_2(\mathcal{F}, L^2(\mathcal{F})), \mathcal{F}$, and $\tilde{T}_\Phi^*$ is its bounded adjoint. Thus condition (49), which can be written equivalently as (51), implies (47), and hence $\Phi$ is a modular Riesz sequence.

The proof of ii. can be carried on similarly, with the aid of Lemma 51. Assume first that $\Phi$ is a modular frame sequence. Then point ii. of Theorem 49 together with point ii. of Theorem 43 implies

\[ A\mathbb{I}_{X_\Phi} \leq \tilde{\delta}_\Phi \leq B\mathbb{I}_{X_\Phi} \]  

where $\mathbb{I}_{X_\Phi}$ is the identity operator on $X_\Phi$. This, together with Lemma 51, imply (50). Conversely, assume (50). Then the modular Gram, synthesis and analysis operators are bounded, and this together with Lemma 51 imply (52). Then, by Theorem 49, $\Phi$ is a modular frame sequence. \qed

An immediate consequence is the following.

**Corollary 52.** Let $\Phi = \{\Phi_j\}_{j \in I} \subset X$ be a modular Riesz sequence. Then it is a modular frame sequence with the same frame bounds.

On the other hand, we can also deduce the following modular variant of a classical result, contained e.g. in [19, Th. 6.1.1].

**Proposition 53.** Let $\Phi = \{\Phi_j\}_{j \in I} \subset X$ be a modular frame sequence. Then $\Phi$ is a modular Riesz sequence if and only if $\tilde{T}_\Phi$ is injective.

**Proof.** By Lemma 38, if $\Phi$ is a modular Riesz sequence then $\tilde{T}_\Phi$ is injective (without requiring the modular frame condition, which is actually deduced from Corollary 52). To prove the converse, consider a modular frame $\Phi$. By Theorem 50 the modular Gram operator $\tilde{\mathcal{G}}_\Phi$ satisfies (50). If $\tilde{T}_\Phi$ is injective, then $\ker(\tilde{T}_\Phi) = 0$, so the projection $P_{V_\Phi}$ coincides with the identity operator, hence providing the modular Riesz condition (49). \qed

**Remark 54.** Riesz sequences were introduced in the modular setting of [34] as frame sequences satisfying a linear independence condition that is in general weaker than the one involved in the present definition of modular Riesz sequence. Indeed, the notion of linear independence considered in [34] takes into account an issue of zero divisors that on one side is natural when dealing with operators, but on the other side does not appear in the present setting. Indeed, the injectivity of the modular synthesis operator means that modular Riesz sequences are linearly independent families in $l_2(I, L^2(\mathcal{F})), \mathcal{F}$, in the sense that $\tilde{T}_\Phi C = 0$ implies $C = 0$ for all $C \in l_2(I, L^2(\mathcal{F})), \mathcal{F}$.

We can now address the issue of reproducing formulas. The starting point is the following direct consequence of condition (52).

**Corollary 55.** A countable family $\Phi = \{\Phi_j\}_{j \in I} \subset X$ is a modular tight frame sequence, i.e. a modular frame sequence with frame bounds $A = B$, if and only if

\[ \tilde{\delta}_\Phi \Psi = A\Psi \quad \forall \Psi \in X_\Phi. \]

Proceeding as in [43, §8.1], we obtain general reproducing formulas for frame and Riesz sequences by means of a modular notion of canonical dual frame.
Proposition 56. Let $\Phi = \{\Phi_j\}_{j \in \mathcal{I}} \subset \mathcal{X}$ be a modular frame with frame bounds $0 < A \leq B < \infty$, and let us denote with $\tilde{\Phi} = \{\tilde{\Phi}_j = \tilde{\delta}^{-1}_\Phi \Phi_j\}_{j \in \mathcal{I}}$. Then

i. $\mathcal{X}_\Phi = \mathcal{X}_{\tilde{\Phi}}$

ii. the system $\tilde{\Phi}$ is a modular frame with frame bounds $0 < \frac{1}{B} \leq \frac{1}{A} < \infty$, that we will call the canonical modular dual of $\Phi$.

Proof. To prove i., starting from (28), and using that $\tilde{\delta}^{-1}_\Phi$ is $\mathcal{H}(\Gamma)$-linear, bounded and invertible, we have

$$\mathcal{X}_\Phi = \tilde{\delta}^{-1}_\Phi \mathcal{X}_\Phi = \tilde{\delta}^{-1}_\Phi \left( \text{span}_{\mathcal{H}(\Gamma)} \Phi \right)^\perp = \tilde{\delta}^{-1}_\Phi \left( \text{span}_{\mathcal{H}(\Gamma)} \Phi \right)^\perp = \text{span}_{\mathcal{H}(\Gamma)} \tilde{\Phi} = \mathcal{X}_{\tilde{\Phi}}.$$ 

To prove ii., since $\tilde{\Phi}$ is bounded and invertible on $\mathcal{X}_\Phi$, its inverse $\tilde{\delta}^{-1}_\Phi$ satisfies

$$\frac{1}{B} \mathcal{X}_\Phi \leq \tilde{\delta}^{-1}_\Phi \leq \frac{1}{A} \mathcal{X}_\Phi.$$

Now it suffices to show that

$$\sum_{j \in \mathcal{I}} |\langle \psi, \tilde{\Phi}_j \psi \rangle|^2 = |\langle \tilde{\delta}^{-1}_\Phi \psi, \psi \rangle|^2 \quad \forall \psi \in \mathcal{X}_\Phi,$$

because, if this holds, by applying the trace at both sides we have

$$\sum_{j \in \mathcal{I}} \tau(|\langle \psi, \tilde{\Phi}_j \psi \rangle|^2) = \langle \tilde{\delta}^{-1}_\Phi \psi, \psi \rangle \quad \forall \psi \in \mathcal{X}_\Phi,$$

and hence

$$\frac{1}{B} \|\psi\|_{\mathcal{X}}^2 \leq \sum_{j \in \mathcal{I}} \tau(|\langle \psi, \tilde{\Phi}_j \psi \rangle|^2) \leq \frac{1}{A} \|\psi\|_{\mathcal{X}}^2 \quad \forall \psi \in \mathcal{X}_\Phi,$$

that, by Theorem 49, is equivalent to the modular frame condition.

In order to prove (53) we first observe that, since $\tilde{\Phi}$ is modular selfadjoint by Lemma 44, then also $\tilde{\delta}^{-1}_\Phi$ is modular selfadjoint, in the sense that $\{\psi_1, \tilde{\delta}^{-1}_\Phi \psi_2\} = \{\tilde{\delta}^{-1}_\Phi \psi_1, \psi_2\}$ for all $\psi_1, \psi_2 \in \mathcal{X}_\Phi$, because

$$\{\psi_1, \tilde{\delta}^{-1}_\Phi \psi_2\} = \{\tilde{\delta}_\Phi \tilde{\delta}^{-1}_\Phi \psi_1, \tilde{\delta}^{-1}_\Phi \psi_2\} = \{\tilde{\delta}^{-1}_\Phi \psi_1, \tilde{\delta}_\Phi \tilde{\delta}^{-1}_\Phi \psi_2\} = \{\tilde{\delta}^{-1}_\Phi \psi_1, \psi_2\}.$$ 

This implies in particular that

$$\langle \tilde{T}_\Phi^* \psi, \psi \rangle_j = \langle \psi, \tilde{\Phi}_j \psi \rangle_j = \langle \psi, \tilde{\delta}^{-1}_\Phi \Phi_j \psi \rangle_j = \langle \tilde{\delta}^{-1}_\Phi \psi, \tilde{\Phi}_j \psi \rangle_j = \langle \tilde{\delta}^{-1}_\Phi \psi, \tilde{\delta}^{-1}_\Phi \Phi_j \psi \rangle_j,$$

Now, by making use of Lemma 44, we have

$$\sum_{j \in \mathcal{I}} |\langle \psi, \tilde{\Phi}_j \psi \rangle|^2 = |\langle \tilde{T}_\Phi^* \psi, \tilde{T}_\Phi \psi \rangle_2|^2 = \langle \tilde{T}_\Phi^* \tilde{\delta}^{-1}_\Phi \psi, \tilde{T}_\Phi \tilde{\delta}^{-1}_\Phi \psi \rangle_2$$

$$= |\langle \tilde{\delta}^{-1}_\Phi \psi, \tilde{T}_\Phi \tilde{T}_\Phi^* \tilde{\delta}^{-1}_\Phi \psi \rangle|^2 = \langle \tilde{\delta}^{-1}_\Phi \psi, \tilde{\delta}^{-1}_\Phi \psi \rangle$$

which proves (53). \qed
The notion of canonical dual allows to obtain a general reproducing formula for modular frame sequences (hence also for modular Riesz sequences).

**Theorem 57.** Let $\Phi = \{\Phi_j\}_{j \in I} \subset X$ be a modular frame sequence, and let $\hat{\Phi} = \{\hat{\Phi}_j\}_{j \in I}$ be its canonical modular dual. Then

$$\Psi = \sum_{j \in I} \langle \Psi, \Phi_j \rangle \Phi_j, \quad \forall \Psi \in X.$$

**Proof.** Let us define $$\{\langle \cdot, \cdot \rangle_\sharp : X \times X \to L^1(G(\Gamma))$$ as $$\{\Psi_1, \Psi_2\}_\sharp = \{\tilde{\Phi}_1, \tilde{\Phi}_2\}_\sharp.$$ Such a map provides another inner product on $X$, in terms of which (53) reads

$$\sum_{j \in I} |\langle \Psi, \Phi_j \rangle_\sharp|^2 = \langle \Psi, \Psi \rangle_\sharp,$$

so that both $\Phi$ and $\hat{\Phi}$ are modular tight frames with constant 1 with respect to it. The first identity now follows from Corollary 55. The second identity can be obtained from the first one by replacing the original frame with its canonical modular dual, and observing that $\tilde{\Phi}_j = \tilde{\Phi}_j^{-1}$.

4.3 Dimensionality reduction in $(\Gamma, \Pi)$-invariant spaces

This section is devoted to prove a characterization of Riesz and frame sequences of $(\Gamma, \Pi)$-invariant systems in terms of reduced conditions, in operator spaces, on the Helson map of their generators. This characterization provides a generalization to nonabelian groups and general unitary representations of the results of [70, 13, 15].

The proof of Theorem 5 is based on the following result, which basically relies on Plancherel Theorem between $\ell^2(\Gamma)$ and $L^2(G(\Gamma))$.

**Proposition 58.** Under the same assumptions of Theorem 5, the system $E$ is

i. a Riesz sequence with Riesz bounds $0 < A \leq B < \infty$ if and only if

$$A \tau \left( \sum_{j \in I} |C_j|^2 \right) \leq \tau \left( \{\tilde{\Phi}_j C, \tilde{\Phi}_j C\}_\kappa \right) \leq B \tau \left( \sum_{j \in I} |C_j|^2 \right) \quad \forall C \in \ell_0(I, R(\Gamma))$$

ii. a frame sequence with frame bounds $0 < A \leq B < \infty$ if and only if

$$A \tau([f, f]) \leq \sum_{j \in I} \tau([\langle f, \phi_j \rangle]) \leq B \tau([f, f]) \quad \forall f \in \text{span} E.$$

**Proof.** To prove i., let $C \in \ell_0(I, R(\Gamma))$ be given by $C_j = \sum_{\gamma \in \Gamma} c_j(\gamma) \rho(\gamma)^\ast$ for a given sequence $\{c_j(\gamma)\}_{\gamma \in I} \in \ell_0(I, \ell_2(G(\Gamma)))$. By Plancherel Theorem we have that

$$\sum_{\gamma \in \Gamma} |c_j(\gamma)|^2 = \sum_{j \in I} \tau(|C_j|^2)$$

while

$$\left\| \sum_{\gamma \in \Gamma} \sum_{j \in I} c_j(\gamma) \Pi(\gamma) \phi_j \right\|^2_{L^2} = \left\| \sum_{j \in I} \{c_j(\gamma) \Pi(\gamma) \phi_j\}_\sharp \right\|^2_{\oplus} = \left\| \sum_{j \in I} \{\phi_j C_j\}_\sharp \right\|^2_{\oplus}.$$
Now the conclusion follows because, by (26), we have
\[ \|F\|_2^2 = \tau(\{F, F\}_K). \]
To prove \( ii. \), we only need to observe that, by the definition of bracket map and Plancherel Theorem in \( L^2(\mathcal{B}(\Gamma)) \), for all \( f \in \mathfrak{s}_{\mathcal{M}[E]} \) we have
\[ \sum_{\gamma \in \Gamma} |\langle f, \Pi(\gamma) \phi \rangle_{\mathcal{H}}|^2 = \sum_{\gamma \in \Gamma} |\tau(\rho(\gamma)[f, \phi])|^2 = \tau(\|f\|_2^2). \]

**Proof of Theorem 5.** It suffices to combine Proposition 58 with Theorem 49, recalling the definition of the inner product in \( K \) given by (8).

**Remark 59.** Observe in particular that, by (8) and (17), we can explicitly write the inner product of \( K \) as
\[ \{\Phi, \Psi\}_K = \int_{\mathcal{M}} \Psi(x)^* \Phi(x) d\nu(x) \quad \forall \Phi, \Psi \in K. \]

The frame operator of a \( (\Gamma, \Pi) \)-invariant system can actually be written in terms of the modular frame operator associated to its generators and the Helson map, as follows.

**Corollary 60.** Let \( \{\phi_j\}_{j \in I} \subset \mathcal{H} \) be a countable family and let \( (\Gamma, \Pi, \mathcal{H}) \) be a dual integrable triple. Suppose that \( E = \{\Pi(\gamma) \phi_j\}_{j \in I} \subset \mathcal{H} \) is a Bessel sequence. Then, calling \( \Phi = \{T[\phi_j]\}_{j \in I} \subset K \), we have
\[ \tilde{\Phi} = T \tilde{\Phi} T^{-1}. \]

**Proof.** The frame operator of \( E \) on \( \mathcal{H} \) is the bounded operator
\[ \tilde{\Phi} \psi = \sum_{j \in I} \langle \psi, \Pi(\gamma) \phi_j \rangle_{\mathcal{H}} \Pi(\gamma) \phi_j \]
so its composition with \( T \) is also bounded, and reads
\[ T \tilde{\Phi} \psi = \sum_{j \in I} \langle \psi, \Pi(\gamma) \phi_j \rangle_{\mathcal{H}} T[\Pi(\gamma) \phi_j] = \sum_{j \in I} T[\phi_j] \sum_{\gamma \in \Gamma} \langle \psi, \Pi(\gamma) \phi_j \rangle_{\mathcal{H}} \rho(\gamma)^*. \]
The Bessel condition implies that \( \{\langle \psi, \Pi(\gamma) \phi_j \rangle_{\mathcal{H}}\}_{\gamma \in \Gamma} \in \ell_2(\Gamma) \), so
\[ T \tilde{\Phi} \psi = \sum_{j \in I} T[\phi_j] [\psi, \phi_j] = \sum_{j \in I} T[\phi_j] [T[\psi], T[\phi_j]] = \tilde{T} \Phi T[\psi]. \]

**Remark 61.** When considering integer translations, the same argument used to relate the fiberization mapping (4) with the Helson map (21) allows to see that the modular frame operator described by Corollary 60 is related to the so-called dual Gramian operator of [11, 12, 70, 13] by the Pontryagin isomorphism between the character group and the von Neumann algebra. Analogously, the modular Gram operator over the \( L^2(\mathcal{B}(\Gamma))-\)Hilbert module \( K \) obtained from the Helson map (21) coincides, under Pontryagin isomorphism, with the so-called Gramian matrix. This shows in particular that Theorem 50, together with Theorem 5, provide a direct generalization of results such as [70, Th. 3.2.3, Th. 3.5.3] [13, Th. 2.5], [15, Prop. 4.9].
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