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The second argument was essentially already present in Gauss' first proof in 1799. However, the right language was not developed until 1930 .
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The study of equations like this goes back to:
Bernhard H. Neumann, Adjunction of elements to groups, J. London Math. Soc. 18 (1943), 411.
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Indeed, if $w(t)=1$, then

$$
a^{2}=\left(t a t^{-1}\right) a\left(t a t^{-1}\right)^{-1}
$$

and a conjugate of $a$ (namely $t a t^{-1}$ ) would conjugate $a$ to $a^{2}$. But the automorphism of $\mathbb{Z} / p \mathbb{Z}$ which sends 1 to 2 has order dividing $p-1$ and hence the order is co-prime to $p$.
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The resulting effect on fundamental groups is exactly
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Consider the word map $w: U(n) \rightarrow U(n), w(t)=g_{1} t^{\varepsilon_{1}} \ldots g_{n} t^{\varepsilon_{n}}$. Since $U(n)$ is connected, each $g_{i}$ can be moved continuously to $1_{n}$. Thus, this map is homotopic to $t \mapsto t^{\sum_{i} \varepsilon_{i}}$, which has non-trivial degree as a map of topological manifolds. Indeed, a generic matrix has exactly $d^{n}$ preimages with $d:=\left|\sum_{i} \varepsilon_{i}\right|$. Hence, the map $w$ must be surjective. Each pre-image of $1_{n}$ gives a solution of the equation $w(t)=1_{n}$.
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## Proposition
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Corollary (Pestov)
Any group $\Gamma$ that embeds into an abstract quotient of $\prod_{n} U(n)$ (these are called hyperlinear) satisfies Kervaire's Conjecture.

## Remark

Every sofic group can be embedded into a quotient of $\prod_{n} U(n)$.
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Remark
There is no group known to be non-sofic.
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... uses fantastical and unreal elements. Miracles happen naturally. Conjecture (Kaplansky)
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Idea: If $\Gamma$ can be modelled by permutations, then $k \Gamma$ can be modelled by $M_{n}(k)$. Hence, $a b=1$ implies $b a=1$.
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## Conjecture

If $w \in \Gamma * \mathbb{F}_{n}$ is non-singular, then $w$ has a solution over $\Gamma$.
Theorem (with Anton Klyachko)
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3. Thus, $c: P U(p)^{\times 2} \rightarrow S U(p)$ is not homotopic to a non-surjective map.

Theorem (Borel)

$$
H^{*}(S U(n), \mathbb{Z} / p \mathbb{Z})=\Lambda_{\mathbb{Z} / p \mathbb{Z}}^{*}\left(x_{2}, x_{3}, \ldots, x_{n}\right)
$$

with $\left|x_{i}\right|=2 i-1$ and

Theorem (Borel)

$$
H^{*}(S U(n), \mathbb{Z} / p \mathbb{Z})=\Lambda_{\mathbb{Z} / p \mathbb{Z}}^{*}\left(x_{2}, x_{3}, \ldots, x_{n}\right)
$$

with $\left|x_{i}\right|=2 i-1$ and

$$
\Delta\left(x_{i}\right)=x_{i} \otimes 1+1 \otimes x_{i}
$$

Theorem (Baum-Browder)
Let $p$ be an odd prime number. Then,

$$
H^{*}(P U(p), \mathbb{Z} / p \mathbb{Z}) \cong(\mathbb{Z} / p \mathbb{Z})[y] /\left(y^{p}\right) \otimes_{\mathbb{Z}} \Lambda_{\mathbb{Z} / p \mathbb{Z}}^{*}\left(y_{1}, y_{2}, \ldots, y_{p-1}\right)
$$

with $|y|=2,\left|y_{i}\right|=2 i-1$.

Theorem (Baum-Browder)
Let $p$ be an odd prime number. Then, $H^{*}(P U(p), \mathbb{Z} / p \mathbb{Z}) \cong(\mathbb{Z} / p \mathbb{Z})[y] /\left(y^{p}\right) \otimes_{\mathbb{Z}} \Lambda_{\mathbb{Z} / p \mathbb{Z}}^{*}\left(y_{1}, y_{2}, \ldots, y_{p-1}\right)$
with $|y|=2,\left|y_{i}\right|=2 i-1$. The co-multiplication takes the form

$$
\Delta(y)=y \otimes 1+1 \otimes y
$$

and

Theorem (Baum-Browder)
Let $p$ be an odd prime number. Then, $H^{*}(P U(p), \mathbb{Z} / p \mathbb{Z}) \cong(\mathbb{Z} / p \mathbb{Z})[y] /\left(y^{p}\right) \otimes_{\mathbb{Z}} \Lambda_{\mathbb{Z} / p \mathbb{Z}}^{*}\left(y_{1}, y_{2}, \ldots, y_{p-1}\right)$ with $|y|=2,\left|y_{i}\right|=2 i-1$. The co-multiplication takes the form

$$
\Delta(y)=y \otimes 1+1 \otimes y
$$

and

$$
\Delta\left(y_{i}\right)=y_{i} \otimes 1+1 \otimes y_{i}+\sum_{j=1}^{i-1}\binom{j-1}{i-1} \cdot y_{j} \otimes y^{i-j}
$$

## Theorem (Baum-Browder)

Let $p$ be an odd prime number. Then,

$$
H^{*}(P U(p), \mathbb{Z} / p \mathbb{Z}) \cong(\mathbb{Z} / p \mathbb{Z})[y] /\left(y^{p}\right) \otimes_{\mathbb{Z}} \Lambda_{\mathbb{Z} / p \mathbb{Z}}^{*}\left(y_{1}, y_{2}, \ldots, y_{p-1}\right)
$$

with $|y|=2,\left|y_{i}\right|=2 i-1$. The co-multiplication takes the form

$$
\Delta(y)=y \otimes 1+1 \otimes y
$$

and

$$
\Delta\left(y_{i}\right)=y_{i} \otimes 1+1 \otimes y_{i}+\sum_{j=1}^{i-1}\binom{j-1}{i-1} \cdot y_{j} \otimes y^{i-j}
$$

In particular, the co-multiplication is not co-commutative.
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## Corollary

Engel words $w(s, t)=[\ldots[[s, t], t], \ldots, t]$ are always surjective on groups $P U(n)$.
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Theorem
For any $n \in \mathbb{N}, \varepsilon>0$, there exists a word $w \in \mathbb{F}_{2} \backslash\{1\}$ such that

$$
\left\|w(u, v)-1_{n}\right\| \leq \varepsilon, \quad \forall u, v \in U(n)
$$

This solved a longstanding open problem in non-commutative harmonic analysis in the negative.

Thank you for your attention!

