Global bifurcation for fractional p-Laplacian
and an application
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Abstract. We prove the existence of an unbounded branch of solutions
to the non-linear non-local equation

(—A)su=NulP2u+ f(z,u,)) in Q wu=0 in R"\Q,

bifurcating from the first eigenvalue. Here (—A); denotes the fractional
p-Laplacian and 2 C R™ is a bounded regular domain. The proof of
the bifurcation results relies in computing the Leray—Schauder degree by
making an homotopy respect to s (the order of the fractional p-Laplacian)
and then to use results of local case (that is s = 1) found in [17]. Finally,
we give some application to an existence result.
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1. Introduction

In this paper, we study Rabinowitz’s global bifurcation type result form the first
eigenvalue in a bounded domain of the non-linear non-local operator called the
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fractional p-Laplacian operator, that is

AV oK s [u(2) = u(y)l"*(u(z) - u(y))
(—=A)u=2K(1 — s) PV, Pp—T d

Y, (1.1)
R’!‘L

where K is a constant depending on the dimension and p. Observe that, this
operator extends the fractional Laplacian (p = 2).

More precisely, we prove the existence of an unbounded branch of solutions
to the non-linear non-local equation
(=)0 = Al 2u+ f(w,u, ) in (1.2)
u=0 in R™\ Q,

bifurcating from the first eigenvalue of the fractional p-Laplacian assuming that
f is o(|u|P~2u) near zero and 2 C R" is a bounded regular domain.

Bifurcation and global bifurcation are basic principles in mathematical anal-
ysis that can be established using, for example, implicit function theorem or
degree theory and, in some simple situation, sub and super solution method, i.e
Perron’s method. In particular, bifurcation is used as a starting point to prove
existence of solution to ODE’s and PDE’s, see for example [29,37]. Some of the
pioneer works related with our method can be found in [15,35,36]. Then many
others generalization are established in different context of local operator, see
for instance [4,5,11,16,17,20,21,24, 28] and the reference therein.

Fractional equations are nowadays classical in analysis, see for example [40].
Fractional Laplacian have attracted much interest since they are connected with
different applications and sometimes from the mathematical point of view the
non-local character introduce difficulties that need some new approaches, see
for instance [19,39] and the reference therein.

In [13], the fractional p-Laplacian is studied through energy and test function
methods and it is used to obtain Holder extensions. See also [6,7], where the
authors consider a non-local “Tug-of-War” game, and [27].

Recently, existence and simplicity of the first eigenvalue in a bounded domain
for the fractional p-laplacian are obtained and also some regularity result are
established in [12,23,26,30]. Some results of these works extend the results of
[3] to the non-local case.

In the process of writing this article, appearing the following work [26] where
the authors, using barrier arguments, prove C'*-regularity up to the boundary
for the weak solutions of a non-local non-linear problem driven by the fractional
p-Laplacian operator. This result generalises the main result in [38], where the
case p = 2 is studied.

Thus, there is natural to ask if bifurcation occurs, this is even not known, as
far as we know, for the case p = 2, except for some related very recent results



that can be found in [22,32,34]. More precisely, in [22], the authors prove a
multiplicity and bifurcation result for the following problem

{—fKu =M+ [u)* "2u  inQ, (13)

u=0 in R™\ Q,

where n > 2s and 2* = 2n/n—sp. Here £ is the non-local operator
—ZLru(x) = / (u(lz+y) +ulz—y) —2u(z))K(y)dy, x€R"

whose model is given by the fractional Laplacian. They show that, in a suitable
left neighborhood of any Dirichlet eigenvalue of —%Z%, the number of trivial
solution of (1.3) is at least twice the multiplicity of the eigenvalue. In [34], the
authors extend the above bifurcation and multiplicity result to the fractional
p—Laplacian operator. Finally in [32], using variational method, the authors
prove that the next problem admits at least one non-trivial solution

{(—A)Su(x) —du=puf(x,u) in
u=>0 in R" \ Q7

where n > 2s, f is a function satisfying suitable regularity and growth conditions
and the parameters A and p lie in a suitable range.

In our approach, to establish the Rabinowitz’s type of global bifurcation
result, we use Leray-Schauder degree that can be computed by making an ho-
motopy respect to s (the order of the fractional p-Laplacian operator) and then
use the homotopy invariance of the Leray—Schauder degree to deduce that the
degree is the same as in the local case (s = 1), i.e. the p-Laplacian, which is
already computed in [17]. Notice that in [17] similar ideas are used, where the
homotopy was done with respect to p and the result were deduced from the (by
now) classical case of the Laplacian. To do this homotopy with respect to s, we
need as a starting point different properties of the first eigenvalue in terms of
s up to s = 1, analogous properties to the ones that were obtained in [17], but
now with respect to s not respect to p.

Notice that one of our limiting procedures s to 1 are obtained in the weak
formulation with the help of some limiting properties of the fractional Sobolev
spaces already studied in [8]. Moreover, in [27] this limiting procedure is done
by viscosity solution techniques for a very close related operator.

Before stated our main theorem we will give the precisely assumption of the
function f: @ x R xR — R:
1. f satisfies a Carathéodory condition in the first two variables;
2. f(x,t,\) = o(|t|P™1) near t = 0, uniformly a.e. with respect to z and
uniformly with respect to A on bounded sets;
3. There exists g € (1,p}) such that

[t|—oc  [t]27T



uniformly a.e. with respect to x and uniformly with respect to A on bonded
sets.

Here p} is the fractional critical Sobolev exponent, that is

np
p;‘ = n—sp
00 if sp > n.

if sp < n,

We denote by A1 (s,p) the first eigenvalue of following eigenvalue problem

p

CAV = MulP—2u
(—A)u = MulP2u ?n Q, (1.4)
u=0 in R™\ Q.

Our main result:

Theorem 1.1. Let  C R™ be a bounded domain with Lipschitz boundary,
s € (0,1), and p € (1,00). The pair (A1(s,p),0) is a bifurcation point of (1.2).
Moreover, there is a connected component of the set of non-trivial weak solutions
of (1.2) in R x W*P(Q) whose closure contains (A1(s,p),0) and it is either
unbounded or contains a pair (g, 0) for some eigenvalue p of (1.4) with p >
A1(Sap)'

Notice that the ideas of the proof can be used for other problems. As for
example, a very closely related problem such as bifurcation from infinity by the

change of variable v = u/HuH%/S,p(m, for details see for example [21].
Then, we use the above theorem for some application, more precisely, we
prove existence of a non-trivial weak solution of the following non-linear non-

local problem

{(—A);u =g(u) inQ, (15)

u=0 in R™\ €,
where 9(1)/1t|>=2¢ is bounded and crosses the first eigenvalue.
Theorem 1.2. Let g: © — R continuous such that g(0) = 0 and g satisfies

1 g(t)
Ctp2t

is bounded,;

g e g(t)
A2. )\ = %1_% nr=n < A(s,p) < 1‘1trlnﬁl(1>10f mr=rg

Then there exists a non-trivial weak solution u of (1.5) such that v has constant-
sign in Q.

For the prove of this existence result we need some extra qualitative proper-
ties of the branch of solutions in the above theorem. Some of these properties
come in some cases from the study of the first eigenvalue of the fractional p-
Laplacian with weights, see Section 4.

The paper is organized as follows. In Section 2, we review some results of
fractional Sobolev spaces and some properties of the Leray-Schauder degree;



in Section 3 we study the Dirichlet problem with special interest in proving
continuity in terms of s (see Lemma 3.1 below); in Section 4 we study the
eigenvalue problem with weights. In addition, we establish the continuity of
the eigenvalue respect to s that will help us to make the homotopy and then
to compute the degree. In Section 5 we prove our main theorem. Finally, in
Section 6 we prove our existence results.

2. Preliminaries

2.1. Fractional Sobolev spaces. First, we briefly recall the definitions
and some elementary properties of the fractional Sobolev spaces. We refer the
reader to [1,18,19,25] for further reference and for some of the proofs of the
results in this subsection.

Let Q be an open set in R™, s € (0,1) and p € [1, 00). We define the fractional
Sobolev space W#P(Q) as follows

ju(z) — u(y)?
o=yl

WP (Q) = {u € LP(Q): /Q dzdy < oo} ,

Q

endowed with the norm

=

fullw-ngey = (Il oy + 1y ngey)

where

— p
p — pd d 4 — |’U,(£L') u(y)| d d .
ey = [ )P de andfulfy gy = [ [ B dnay

A proof of the following proposition can be found in [1,18].

Proposition 2.1. Let Q be an open set in R™, s € (0,1) and p € [1,00). We have
that

e W*5P(Q) is a separable Banach space;

o If 1 < p < oo then W*P(Q) is reflexive.

We denote by W;*(2) the closure of the space C§°(£2) of smooth functions
with compact support in WP (Q). We denote by W*?(Q) the space of all u €
W#P(Q) such that @ € W*P(R™), where @ is the extension by zero of u.

The proofs of the next theorem is given in [1, Theorem 7.38].
Theorem 2.2. For any s € (0,1) and p € (1,00), the space C§°(R"™) is dense in
WP (R™), that is WP (R") = WP (R™).

In the next result, we show the explicit dependence of the constant of [19,
Proposition 2.1] on s, that is needed for our propose.



Lemma 2.3. Let 2 be an open set in R™, p € [1,00) and 0 < s < s < 1. Then

1 1
[l iy < [l + Cn.1) (p - p) lalfgy  (26)

for any u € W*'?(€Q).
Proof. Let w € W*"?(Q), then

lu(z) — u(y)[?
ulfyen () =/ QWW@

// |pd dy—l—// )lp dxdy
|9€— I"“” a\A, Iw— I”“’S

where Ay, =QN{z e R": |z —y| < 1}.
Using that s’ > s, we have that

|u(z) —u(y)” / / |u(z) —u(y)”
dxdy < dxdy. 2.8
I = e (2
On the other hand, we have that
|u(z) — u(y)” / / |u(z) —u(y)”
drdy = S'=9P dady
/ /Q\A \37 - y|"+ps o4, |93 - y|”+ps o =yl
)|p | 7 ‘(s —s)p _ 1) dad
O\A, |93 - y|”+”é Y o
u(y)l” dxd
e |x _ |7L+pg/ Y
<op—1 [u(@)[P + [uly)” <|x _ y|(s’—s)p _ 1) dzdy
2\A, \I - Z/|"+ps,

/ / @) = ww)I” ) o
o\4, |95* |"+p8l

Observe that for any z,y € Q we have that x € Q\ A, if only if y € Q\ A4,
that is xo\4, () = Xa\4, (v). Therefore

/ /Q\A m (I = /¢~ = 1) dady =
/ /Q |a: - y\n-Hp T agep XO\4, (%) <|m - y|(sl_s)p — 1) dxdy
/ / |z — y\”ﬂp o — pnren XA () (Ifc —y|' =P 1) dzdy
/ /Q\A |z —y[rtep yl"+sp ('33 —y| 1) dydz.

(2.7)



Thus

// Jul@) = w4y <
o\A, \$*y|n+ps B
< ZP/ /Q\A |$_ |n+ps <|x—y|(s’—s)p _ 1) dzxdy
// Ju(@) = w@) g,
aJa\a, |310—y\"+pS
_ y|&"=s)p _
R
{|x y\>1} |z — y|ntps
// )|pd dy
\A4, |9lj —y\"ﬂ"s
s'—s)p _ 1
/ |u(z) |p/ 2 iy ded
{| |>1} |Z| r
// )|pd dy
a\A4, |17 - \"J’ps/

< 2P||ull} / AP 1 dz / / v
ullzp n—+ps + [, _ o ntps’ Y-
@) Josy el o\4, |$* | tp

Then

// )‘pd dz <C(n )(1—) |l ||
o\A, |fU— |tps yaw =HAmp ps

)|p (2.9)
=, e
Therefore, combining (2.7), (2.8) and (2.9), we get
1
Wiy = Vol gy + C) (= ) Tl o
The proof is now complete. O

Remark 2.4. The space W*'?(Q) is continuously embedded in W*?(Q) for any
0<s<s <land1l<p<oo.

Lemma 2.5. Let Q be an bounded open set in R, s € (0,1) and p € [1,00).
Then
splQ™
||u||LP(Q) ] ‘U|Ws P(R™)
2wy

for any u € W”’(Q). Here w,, denotes n-dimensional measure of the unit sphere

S



Proof. Let u € ,W“’(Q). Then

wer®?) Q |~T - y|”+ps "Q |93 - ?J|"+p5

>2/ u(z / b e
il R\ |T — y["HPe

Let 7 = (12//w,)"". Following the proof of Lemma 6.1 in [19], we get

1 1 > dp
7,dyd9€2/ fdydz:wn/ ,
/]R"\Q |z — y|tPs Re\ B, (a) [T — y["TP* y o poPTt

wn 1

sp 7P

which proves the lemma. O

The proofs of the next two theorems are given in [19, Proposition 2.2], and
[18, Proposition 4.43], respectively.
Theorem 2.6. Let Q be an open set in R™ of class C%! with bounded boundary
€ (0,1), and p € (1,00). Then, there exists a positive constant C' = C(n, s, p)
such that
lullwera) < Cllullwing) Yue WH(Q).
In particular, W1?(€) is continuously embedded in W*P(2).

Theorem 2.7. Let s € (0,1), p € [1,00), and £ C R™ be an open set with
Lipschitz boundary. Then W#?() is continuously embedded in W*?(R™).

The proof of the following embedding theorem can be found in [18, Theorems
4.47).

Theorem 2.8. Let s € (0,1) and p € (1,00). Then we have the following contin-
uous embeddings:

WP(R™) — LI(R™) forall 1 < ¢ <ps if sp < m;
WP(R™) « LI(R™) forall 1 < ¢ < oo if sp =mn;
WP(R™) — Cg’ﬁ(R") where 8 = s — n/p, if sp > n.

Here p7 is the fractional critical Sobolev exponent, that is
np

pri=({ N —8p
00 if sp > n.

if sp < n,

Remark 2.9. Note that p?, as a function of s, is continuous in (0, 1] where p} is
the critical Sobolev exponent, i.e.
np

pi= NP
00 if p>n,

if p<nmn,



A proof of the next theorem can be found in [31, Theorem 1].
Theorem 2.10. Let s € (0,1), p € [1,00) and sp < n. Then there exists a
constant C' = C(n, p) such that
s(1—s)

HuHLPb(]Rn) — Wl |W@p(Rn)

for all w € W=P(R"™).
By Theorem 2.7 and Theorem 2.8, we have the next result.

Corollary 2.11. Let s € (0,1), p € (1,00) and Q C R™ be an open set with Lip-
schitz boundary. The conclusions of Theorem 2.8 remain true if R™ is replaced
by €.

The following embedding theorem is established in [18, Theorem 4.58]. See
also [1].
Theorem 2.12. Let Q C R™ be a bounded open set with Lipschitz boundary,
s € (0,1) and p € [1,00). Then we have the following compact embeddings:

W*P(Q) — L1(Q) for all ¢ € [1, p}), if sp <m;
WP(Q) < CPN Q) for all A < s — n/p, if sp > n.
Remark 2.13. Let Q@ C R™ a bounded domain with Lipschitz boundary. By the

above theorem, we have that the embedding of W*P(Q) into LP(2) is compact
for every s € (0,1) and for every p € (1, c0).

The next results are proven in [8, Corollaries 2 and 7].

Theorem 2.14. Let Q be a smooth bounded domain in R”, and p € (1,00).
Assume u € LP(Q2), then

lim K(1-— b = |ul? .
Sir{l_ ( 5)‘U|Ws,p(g) |U|W 2(Q)

with
/ |VulPdz  if u € WHP(Q),
‘“|W1 P(Q) = Q
00 if ug WHr(Q).
Here IC depends only the p and n.

Remark 2.15. Let 2 be a smooth bounded domain in R™, p € (1,00) and
¢ € C§° (). Then

lyeniay < 18lhancany = Wlivnniey +2 [ . |xi Wg

< |¢| C’ ||¢HLp(Q)
wer) + sp dist (K, 02)sp’

where K is the support of ¢ and C' depends only of n. Then by Theorem 2.14
we have

hm Kl - S)|¢|W& »(R") |¢|€V1,p(9)'



Theorem 2.16. Let £ be a smooth bounded domain in R™, p € (1,00) and
us € WP(Q) for s € (0,1). Assume that

/ usde =0 and (1 -— 5)‘“8‘51/34)(9) <C
Q

for all s € (0,1). Then, there exists u € W1?(2) and a subsequence {us, }ren
such that s — 17 as k — oo,

us, — u strongly in LP(€2),
us, — u  weakly in W!'=SP(Q),

for all € > 0.

Note that in the previous theorem, the assumption

/usda? =0 Vse(0,1)
Q

can be replaced by {us}sc(0,1) is bounded in LP(£2).
Remark 2.17. Let 0 < s < ¢ < 1, and 1 < p < co. From the proof of the
Lemma 2 and Corollary 7 in [8], it follows that

(1-— S)|U\€Vs,p(g) < 2(1—S)pdiam(ﬂ)(s/_s)l7(l — &)|ul?

D) (2.10)

for all w € W*?(R"). Here diam(Q) denotes the diameter of Q. See also [8,
Remark 6.

Observe also that for any u = ¢ € C§°(2) passing to the limit in (2.10) as
s’ — 1 and using Theorem 2.14, we get

2(1=5)Pdiam(Q)(1-*)P
(1- 3)‘¢|€Vs,p(g) < K |¢|€v1,p(g)a

that is
K1 —s)|ofb,.. p() < 2(1=9)P diam (Q) (1~ e)p‘¢|wl o

Remark 2.18. Let so € (0, min{"/p,s}), u € Ws’p(Q), z € Q and B = B,(z)
with 7 = diam(2). Then, by Theorem 2.10, there exists a constant C' = C(n, p)
such that

50(1 750) | ‘
2oy S = oyt Mo e

CS()
= — | (1 — 2(1 .
(n— sop)P~! <( ltliyen s + / /7»\3 |z — |”+S°pdxdy>

By Remark 2.17,
(1= 50) w5y < 2070 (Adiam(2))=P(1 = )]ullys e

10



On the other hand

21 sopwn
1—30// + ———dxdy < ———— /|u )|Pdx.
n\ B |£U - y\" sop diam(§2)%oP sop

Then there exists a constant C = C(n, p) such that

[l g <
C

(n — sop)P~Ldiam(§2)sop

di 0)°P(1 —
(i@ 1 = e + 5

|u(x)|pdx) .

Our last result gives a characterization of W, (£2). For the proof we refer
the reader to [25, Corollary 1.4.4.5].

Theorem 2.19. Let 2 C R™ be bounded open set with Lipschitz boundary,
s€(0,1] and p € (1,00). If s # % then

WP (Q) = WP(Q),
Furthermore, when 0 < s < 1/p we have
WeP(Q) = W*P(Q).

Remark 2.20. W“’(Q) is a Banach space for the norm induced by W#P(R").
Moreover, if Q C R™ is a bounded open set with Lipschitz boundary, s € (0, 1]
and p € (1,00), then C§°(9) is dense in W*P(Q) and W*P(Q) C WP (). See
[25, Theorem 1.4.2.2 and Corollary 1.4.4.10].

For s € (0,1) and p € (1,00), we define the space W=7 (Q) (W~ (2)) as
the dual space of W;*(Q2) (W*P(2)) where 1/p' + 1/p = 1.

2.2. Leray-Schauder degree. For the definition and some properties of
Leray-Schauder degree, for instance, see [14,37].

The proof of the next Leray-Schauder degree property is given in [17, Lemma
2.4].

Lemma 2.21. Let X,Y be Banach spaces with respective norms || - ||x and
Il - |ly- Assume that ¥ C X and that the inclusion i: Y — X is continuous. Let
Qx, Qy be bounded open sets in X and Y, respectively, both containing 0, let
T: X — Y be a completely continuous operator such that

r—Tx#0 VreX\{0}.

Then
degy (I —ioT,Qx,0) =degy (I — T oi,Qy,0).

11



3. The Dirichlet problem

Let Q be a smooth bounded domain in R™, and p € (1,00). We consider the
operator

A u ifs=1
Lo = P ’ 3.11
Pt {(—A)gu it0<s<1, (3:11)

where A, is the p—Laplace operator, that is
Apu = div(|VulP~2Vu),

and (—A); is the fractional p—Laplace operator, that is

(—A)5u = 2K(1 — s)P.V./ Julz) = “fi/)_pyfffgf) —uW) g, 3a2)

n

with /C is the constant of Theorem 2.14.
For further details on the fractional p—Laplace operator, we refer to [23,30]
and references therein.

It is well known that the Dirichlet problem

(3.13)

—Ay,u="h inQ,
u=20 on 012,

has a unique weak solution for each h € W*I’p'(Q), i.e. there exists a unique
u € Wy () such that

Angmv*vmmvwmdxzau@ Vo € G5 (),

where (-,-) denotes the duality pairing between W, (Q) and W17 (Q).
We also recall that the weak solution is the unique minimizer of the functional
Jip: WP (Q) — R given by

1
_ p
Jl,p(v) = Z;|v WOLP(Q) - <ha U>'

See, for instance, [41] and references therein.
Now, we study the Dirichlet problem for fractional p—Laplace equation.

Let s € (0,1), p € (1,00) and h € W57 (). We say that u € W”’(Q) is a
weak solution of the Dirichlet problem

(=A)yu=nh Tn Q, (3.14)
u=0 in R™\ Q,

if
K(1 = 8YHop(u,0) = (hov)y Vo € WHP(Q),

12



where

H&p(u,’l}) — /n /71 |U((E) — u(y)|p— (U(SL’) _ U(y)) (U(ﬂ?) _ U(y)) d’yd.’li, (315)

o =y

and (-, )¢ denotes the duality pairing between W”’(Q) and W‘“’,(Q).
It is clear that, the weak solutions are critical points of the functional J; , :
WeP(Q) — R given by
1
Tep(®) = K1 = ol any = (hr0)s

Now, it is easy to see that .J,, is bounded below, coercive, strictly convex
and sequentially weakly lower semi continuous. Then it has a unique critical
point which is a global minimum. Therefore the Dirichlet problem (3.14) has a
unique weak solution.

Thus, given s € (0,1] and h € W’S’p/(Q), the Dirichlet problem

{Ls,pu =h inQ,

3.16
uw=0 in R™ \ ©, (3.16)

has a unique weak solution u, p 5 € W‘“’(Q). Moreover, the operator

Rop: WP (Q) = WHP(Q)
h — Us,p,h

is continuous. By the Rellich-Kondrachov theorem (case s = 1) and Theo-
rem 2.12 (case s € (0,1)), the restriction of Ry, to L9 () with ¢ € (1,p})
is a completely continuous operator, that is for every weakly convergent se-
quence {hy}ren from L9 (), the sequence {Rs ,(hi)}ren is norm-convergent
in W#P(Q).

Our next result show that the operator R, is continuous with respect to s
and h.
Lemma 3.1. Let p € (1,00), so € (0,1), and 1 < g < p} . Then the operator

R, [s0,1] x L7 (Q) — LY(Q)
(s,h) = Rsp(h)
is completely continuous.

Proof. We start by proving that R, is compact.
Let {(sk,hx)}ren be a bounded sequence in [sg,1] x L9 (Q). We want to
prove that ug = R, (sk, hi) has a strongly convergent subsequence in L(€2).
For all k € N, uy, satisfies

|uk‘€vskyp(Rn) :/hk(fl?)Uk(LE) dx.
Q

13



Then, by Hélder inequality and using ¢ < pj , we have
‘ukmﬁk‘v(]}&n) < ”hk”Lq’(Q)”uk”Lq(Q) < Cllugllwsor () (3.17)

where C is a constant independent of k. Thus, by Lemma 2.3, Lemma 2.5 and
(3.17), we get
|ukllwsor@) < C

for some constant C' independent of k. Hence {uy, }ren has a strongly convergent
subsequence in L?(Q2) due to {ug }xen is bounded in W*P(Q2) and 1 < ¢ < pj .

Finally, we show that R, is continuous.

Let (s, hx) — (s,h) in [so,1] x LY (Q) as k — oo, ux = Ry(sk, hi) k € N,
and u = R, (s, h). We want to show that up — w strongly in L?(Q2). In fact, we
only need to show that u is the only accumulation point of {uy}ren due to R,
is compact.

Let {u;}jen be a subsequence of {uy }ren converging to v in L9(£2). We have
to prove that v = u.

Give w € W*P(Q) we define

wpp, = 41w its=1,
=P K1 = s)wliyepgny if s € (0,1).

Let © be the continuation of v by zero outside 2. Then, it is enough to prove
that

1~p— v(z)h(x) dx lw”— w(x)h(x) dz w e WP
1ol /Q<>h<>d < ful? / (@h(x)dr Y € WP(Q). (3.18)

On the other hand, we know that

1 1
sl / uy () (@) e < o, - / w@)hy(@)de  (3.19)

for all w € W57(€).
Now we need consider the following two cases.

Case s # 1. Since u; — v strongly in L?(§2), we have that u; — 0 a.e. in
R™. Then, using that h; — h strongly in LY (©) and by Fatou’s lemma, we have

1 1
—|o% —/Uxhxdxgliminffu-g —/u»thcdx. 3.20
iz, = [ o@h(@)de < timin Sfulz, = [ @@ (3.20)

Thus, for any ¢ € C§°(2), by (3.20), (3.19) and dominate convergence theorem,
we get

1~p—vxxx1p— x)h(x) dx
e, /Q<>h<>d < lolz, /Q<z>< h(z) da.

Therefore, v € WP (©2) and by density, (3.18) holds.
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Case s = 1. Let ¢ € C3°(Q). By (3.19) and Remark 2.15, we have

lim sup — |uj|S » /v(x)h( ) dz = lim sup — |uj|S » /uj(x)hj(sc)dx
p ” Q p ” Q

Jj—o0 Jj—o0
1

ol [ S@hiz) da
due to u; — v strongly in L9(§2) and h; — h strongly in L9 (Q). Then

lim sup — |uj|sj7p_ |¢)|p7p /QS dJc—|—/Q (x)h(x) dz. (3.21)

j—o0

Therefore
|Uj|s_7» P <C

for some constant C' independent of j.
Thus, by Theorem 2.16, there exist w € WO1 P(Q) and a subsequence of
{u;}jen, still denoted by {u;};en, such that

u; = w strongly in LP(2)
u; = w weakly in W'™=P(Q)

for all € > 0. Then v = w, and v € W, *().

On the other hand, given ¢ > 0, there exists jo € N such that 1 —e < s; for
all j > jo due to s; — 1. Then, by Remark 2.17
Kelu;[f1 - p(qy < 2P diam (@) P[P Vg > o, (3.22)
Thus, using u; — v weakly in W!=57(Q) and by (3.22) and (3.21),

27 ¢Pdiam ()P

Sj5,P

< 1ok, /¢ M+A(Vmww

Now, by Theorem 2.14, letting e — 07 we get

|v|W1pQ) |¢| /<Z5 dalc—i—/Q (z)h(x) dz.

Thus, since ¢ is arbltrary, we have that
1 1
5\1}|€V1,p(9) - /Qv(x)h(x) dx < ];|¢\f /gb x)dr Vo e C5o(NQ).

Hence, by density, (3.18) holds. This completes the proof. O

Kelv[7y. - cw() < hmmf \uj|

Remark 3.2. Let so € (0,1), and p € (1,00). Then the operator

Ry: [s0,1] x LP (Q) — LP()
(s,h) = R p(h)

is completely continuous.
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4. The eigenvalue problems with weight

In this section we show some results concerning the the following eigenvalue
problems
Ly p(u) = Mn(@)ulP~?u in &2, (4.23)
u=0 in R™\ Q.
Here 2 is a bounded domain in R™ with Lipschitz boundary, s € (0, 1],
pe(l,o0)and he A= {f € L*(Q): [{z € Q: f(z) > 0} > 0}.

4.1. The case s = 1, the first p—eigenvalue. Let Q C R" be a
bounded domain with Lipschitz boundary, p € (1,00) and h € A.
The first eigenvalue A1(1,p, h) can be characterized as

M(1,p, k) == inf {|u|€v1,p(9): ue WyP(Q), /Q h(z)|u(z)? de = 1} ,

and it is simple and isolated, see [3]. For simplicity, we omit mention of h when
h =1, and thus we write A1(1,p) in place of A1(1,p,1).

4.2. Case s € (0,1), the first fractional p—eigenvalue. Let Q C
R™ be a bounded domain with Lipschitz boundary, s € (0,1), p € (1,00) and
h € A. In this section, we analyse the (non-linear non-local) eigenvalue problems

p

_ So — p—2 :
(=A)2u = Ah(2)|uP%u ?n Q, (4.24)
u=0 in R™\ Q.

A function u € W“’(Q) is a weak solution of (4.24) if it satisfies

K(1—8)Hsp(u,0) =X [ h(z)|u(z)|P?u(x)v(z)dz Vv e W*P(Q). (4.25)

S

We say that A € R is a fractional p—eigenvalue provided there exists a non-
trivial weak solution u € W*P(Q) of (4.24). The function u is a corresponding
eigenfunction.

The first fractional p-eigenvalue is
)\1 (57 pah) =

— 4.26
K(1-s) inf{|u€vs,p(R"): ue WP (Q), /Q h(z)|u(z)Pdx = 1} ) (4.26)

As before, in the case h = 1, for simplicity, we write A1 (s, p) in place of A1 (s, p, 1).

First we want to mention that {u € W*P(Q): Jo h(@)|u(x)[Pde = 1} # 0
due to [{z € Q: h(x) > 0} > 0. Therefore A;(s,p,h) is well defined and is

non-negative.

We also know that Ai(s,p) > 0 and there exists a non-negative function
u € W*P(Q) such that
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e u>0in, and u=01in R™\

e u is a minimizer of (4.26) with h = 1;

e u is a weak solution of (4.24) with A = A\(s,p) and h = 1, that is u is an
eigenfunction of (3.11) with eigenvalue A\;(s,p).

Moreover A;(s,p) is simple, and if sp > n then A;(s,p) is isolated. See [30,
Theorem 5, Theorem 14 and Theorem 19], [10, Theorems A1l] and [23, Theorem
4.2].

The rest of this section is devoted to generalize these results for the first
eigenvalue of (4.24) with h = 1.

Theorem 4.1. Let 2 C R™ be a bounded domain with Lipschitz boundary, s €
(0,1), p € (1,00), and h € A. There exists a non-negative function u € W*?(Q),
such that

e u # 0 in £
e v is a minimizer of (4.26);

e u is a weak solution of (4.24) with A = A\1(s,p, h), that is u is an eigen-
function of (3.11) with eigenvalue A (s, p, h).

Proof. Let {u;};jen be a minimizing sequence, that is u; € W“’(Q),
/ h(z)|uj(z)P de =1 and lim K(1 — s)|uj|%57p(R7L) = A(s,p, h).
[9) J—00

Then {u;};en is bounded in Ws’p(Q). Therefore, there exit a subsequence, still
denoted by {u;} en, and u € W*P(Q) such that

u; — u weakly in ﬁ//s’p(ﬂ),
uj — u strongly in LP().

Thus
/ h(z)|u(x)|P de =1
Q

and
IC(]' - S)‘uﬁ;[/s,p(Rn) < ]li{rolo’c(l - S)‘”j'{;{/s,P(Rn) = A(S,p, h)

Then K(1 — s)|u|€vs‘p(Rn)
easy to see that |u| is also a minimizer of (4.26), this shows that there exists a
non-negative minimizer of (4.26).

Finally, by the Lagrange multiplier rule (see [33, Theorem 2.2.10]) there exist
a,b € R such that a + b # 0, and

= A(s,p, h), that is u is a minimizer of (4.26). It is

alk(1 — 8)Hsp(u,v) + b/Q h(z)|u(z) P 2u(z)v(z) de =0 Yo € WSP(Q).

If a = 0, then b # 0 and taking v = u, we get [, h(x)|u(z)|? dz = 0 a contra-
diction because [, h(z)[u(z)|P dz = 1. Hence a # 0, and without any loss of
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generality, we can assume that a = 1. Then

K(1—8)Hsp(u,v) + b/Q h(x)|u(@) P 2u(z)v(z) de =0 Yo € WP(Q).

Again, taking v = u and using that
KL = 8o p (1 0) = K(1 = ) ulfy ) = M (5,02 )
and
[ @t e =1,
we have b = —\1(s,p, h). O

Our next aim is to show that a non-negative eigenfunction associated to
A1(s, p, h) is in really positive. For this we will need a strong minimum principle.

We start by a definition. Let p € (1,00), s € (0,1), h € A, and A € R. We
say that v € W*P(Q) is a weak super-solution of (4.24) if

K1 — s)Ho p(u,0) > A /Q h(e) (@) [P u(e)o() da

for all v € W”’(Q), v>0.

Following the proof of the Di Castro-Kussi-Palatucci logarithmic lemma (see
[12, Lemma 1.3]) we have the following result.

Lemma 4.2. Let Q be a bounded domain, s € (0,1),p € (1,00), h € A, A >0
and u be a weak super-solution of (4.24) such that v > 0 in Br(zg) CC Q.
Then for any B, = B,(20) C Bryy(79) and 0 < <1

/ / Io (u(x)+5) P dady
e | P \uw)+0)| o=y =
— p—1
< o 51*%51’/ SO N SN TA
- { Re\B,,. [Y — To|"T5P Y llz2 s
where ©~ = max{—wu,0} and C depends only on n, s, and p.

Proof. Let 0 <r < £/2,0 < ¢ and ¢ € C§°(Bsry,) be such that
0<¢<1, ¢=1inB, and |D¢|<Cr'in Bsy, C Bg.
Taking v = (u + §)' "P¢P as test function in (4.25) we have that

T (L SV (YD
A B h(x)(u(x)%-&)?*lqs( ) d S’C(l )Hs,p( 7( _|_5) o )

Then,using that 0 < uP~*(u+ 6)'"P¢? < 1in B,

0 < K1 —8)Hsp(u, (u+06)""P¢P) + A|h| 1(B,,)- (4.27)
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In the proof of Lemma 1.3 in [12], it is shown that

Hyp(u, (u+ 5)1*1)(25}7) < Cyn—sp ) §1-p s;D/ u*(y)pil dy + 1
sp(u, (u < Cr r —
? Rn\BZT |y —zor Y
/ / )+0 dxdy
0+5)| T

where C' depends only on n, s, and p. Then, by (4.27), the lemma holds. O

To prove of the next theorem, we adapt the proof of Theorem A.1 in [10].

Theorem 4.3. Let Q be a bounded domain, s € (0,1),p € (1,00), h € A, A > 0,
and u be a weak super-solution of (4.24) such that v > 0 in Q. If u # 0 in Q
then v > 0 a.e. in Q.

Proof. We start proving that if K CC 2 is a compact connected set such that
u Z 0 then u > 0 a.e. in K.

Since K CC Q and K is compact then there exist r € (0,1) and z1,...,zx €
K such that

k
K Cc{z e Q: dist(z,00) > 2r}, K C U B.jy(zs), and
=1
|Brjs(24) N Brpy(xs + 1) >0 Vie{l,...,k—1}. (4.28)

Suppose, to the contrary, |[{z € K: u(x) = 0}| > 0. Then there exists ¢ €
{1,...,k} such that Z = [{z € K: u(z) = 0} N B,/,(x;)| has positive measure.
Given 0 > 0, in the proof of Theorem A.1 in [10], it is shown that

/ log (1 + u(m))
B7‘/2(wi) 6
n+9p
VA /Br/g(yl) /Br/z(xl

Then, by Lemma 4.2,
log (1 + u(;:))

/Br/z(fﬂz‘)

with C independent of §. Then, passing to the limit as ¢ goes to 0, we have that
u = 0 in B,/,(x;). Thus, proceeding as in the proof of Theorem Al in [10] we
can conclude that v = 0 in K, that is a contradiction.

Proceeding as in the proof of Theorem A1 in [10] we can conclude the general
case. O

p
dr <

P dady
o=y

s ()

C
dr < — max{r?, rotsp
7 { }

p

Corollary 4.4. Let Q@ C R™ be a bounded domain with Lipschitz boundary. Let
€(0,1), pe (1,00), h € A, and u € W*P(Q) be a non-negative eigenfunction
corresponding to A1(s,p, h). Then u > 0 almost everywhere in Q.
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Observe that, if u is an eigenfunction corresponding to A1 (s, p, h), then either
huy # 0 or hu_ # 0, where uy = max{u,0} and u_ = max{u,0}.
On the other hand, for any function v: RY — R

04 (@) — v (PP < Jo(z) = oY) P72 (0(@) —o(y)) (04 (2) = v4 (),
[o—(2) —v-)IP < —|v(z) —v(y) "7 (v(@) — v(y))(v-(z) —v-(y)),
for all z,y € R™. Therefore, if huy # 0 then u, is an eigenfunction correspond-

ing to Ai(s,p, h). Moreover, by Corollary 4.4, u; > 0 almost everywhere in
Q.

(4.29)

We similarly deduce that if hu_ # 0 then u_ > 0 almost everywhere in Q.
Then the next result is proved.

Corollary 4.5. Let 2 C R™ be a bounded domain with Lipschitz boundary, s €
(0,1), pe (1,00), and h € A. If u € W*P(Q) is an eigenfunction corresponding
to A1(s,p, h), then either u > 0 or u < 0 almost everywhere in .

The proof of the result given below follows from a careful reading of [23, proof
of Theorem 3.2].

Theorem 4.6. Let 2 be a bounded domain with Lipschitz boundary, s € (0,1),p €

(1,00), h € A, A >0, and u € Ws’p(Q) be a weak solution to (4.24). Then
u € L= (R").

Now, we prove that A;(s,p, h) is also simple when h Z 1. For this we need
the following lemma. For the proof see Lemma 6.2 in [2].

Lemma 4.7. Let p € (1,00). For v > 0 and u > 0, we have
L(u,v) >0 in R" xR"

where

P P
L(0,0)(:9) = luly) )P o) (o) uly) (o)) (S Y,
The equality holds a.e in R™ x R™ if and only if ©v = kv a.e. in R™ for some
constant k.

Theorem 4.8. Let 2 C R™ be a bounded domain with Lipschitz boundary,
s € (0,1), p € (1,00), h € A, and u be a positive eigenfunction corresponding
to A1(s,p, h). If A > 0 is such that there exists a non-negative eigenfunction v of
(3.11) with eigenvalue A, then A = Ay(s,p, h) and there exists k € R such that
v = ku a.e. in ).

Proof. Since A\1(s,p, h) is the first eigenvalue we have that A\ (s,p,h) < A. Let

1
m € Nand v,,, =v+ —.
m

We begin by proving that w,, =

T € W”’(Q). It is immediate that
Um
Wy, = 0in R™\ Q and w,, € LP(Q), due to u € L*>*(), see Theorem 4.6.
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On the other hand
u(y)? —u()? | u(@)? (om ()P — 0, (y)P")
Um (y)P~! Uy (Y)P L0y ()P 1
[Um (Y)P ™1 — v ()P
U (Y)P~ o ()P~ 1
<mP~p(u(y)P " + u(@)PHuly) — u(@)|

|Um(y) P2 +,Um(l,)p72|
Um (y)p Lo (2)P 1

<2||uHLOC(Q)mp 1]?‘ ( ) u

+ulf e o (0 ( b ) 1) - v(o)
<Clm,p, Nl e o) (fuly) — e

(Wi (y) — wm(z)| =

< uly)? - u(@)] + [l g

+lulf e @y(p— 1)

for all (z,y) € R™ x R™. Hence w,, € W”’(Q) for all m € N due to u,v €
WeP(4).

Then, by Lemma 4.7 and since u, v € Wep (Q) are two positive eigenfunctions
of problem (3.11) with eigenvalue A\;(s,p, h) and X respectively, we have

0</n /n |;—vmn+spy)dxdy
/n /n |$—y"+sp|pd dy
v(y) —v(x)]P~> —v(z u(y)P wl(z)P
/” / - |$|_y£+gg) - <Um((5))p_1 - vm((x))p_l) ey
IC( {/\18]?, /h z)Pdx — A h()()—lll(m)pdx}.

By Fatou’s lemma and the dominated convergence theorem

o J T =0

due to A\1(s,p, h) < A. Then L(u,v)(z,y) = 0 a.e. in R™ x R™. Hence, by Lemma
4.7, u = kv for some constant k > 0. O

By Corollary 4.5 and Theorem 4.8, we have that Ai(s,p, h) is simple.

Theorem 4.9. Let 2 C R™ be a bounded domain with Lipschitz boundary,
€(0,1), p € (1,00), and h € A. Then \;(s,p) is simple.

Now, we get a lower bound for the measure of the nodal sets.

Lemma 4.10. Let Q@ C R™ be a bounded domain with Lipschitz boundary. Let
€ (0,1), p € (1,00,), so € (0,min{"/p,s}), and h € A. If u € W*P(Q) is
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an eigenfunction of (3.11) with eigenvalue A > A1(s,p, h), then there exists a
constant C'= C(n, p) such that

r

< s0(n — sop)P~ ' diam ()7 )p*oop < 0%
diam(€2)*PA[| k|| . 0y Sop + K = Bl

Here Q" = {z € Q: u(z) > 0} and Q™ = {z € Q: u(x) < 0}.

Proof. By Theorem 4.8, u changes sign then u* % 0. In addition, u* € W*?(1Q).
It follows from (4.29) that

K1 - s)|u+|€vsﬂp(w) <K= 8)Hsplu,ut) < )\/ h(z)|u™ (z)|Pdz
@r (4.30)
<Ml [t ()P,
O+

On the other hand, by Remark 2.18, there exists a constant C = C(n,p)
such that

[P o <
L"s0 (R”)
C
(n — sop)P~Ldiam(§2)s0P

. s 1
<d1am(Q) P(1— s)|u+|€V5,p(Rn) + Sop||u+||§p(m> .

Then, by (4.30) and Holder’s inequality, we get

[Cam e =
L7so (R™)
C diam(€2)*PA[[h[[ L (o) + 1 Ju™ | |Q+|%:°Lp
(n — sop)P~Ldiam(Q)soP K sop L% (@) .

Hence

3
< Ksop(n — sop)pldiam(ﬂ)sop> ﬁ(ip - |Q+|
diam(2)*PA|| A L () sop + K = :

In order to prove the second inequality, it will suffice to proceed as above,
using the function v~ (z) = max{0, —u(z)} instead of u*. O
Finally, we show that the first eigenvalue is isolated, see also [9].
Theorem 4.11. Let Q C R™ be a bounded domain with Lipschitz boundary,
s€(0,1),p€ (1,00), and h € A. Then the first eigenvalue is isolated.

Proof. By the definition of A (s, p, h), we have that A\i(s,p, h) is left-isolated.
To prove that A (s,p, h) is right-isolated, we argue by contradiction. We
assume that there exists a sequence of eigenvalues {\;}ren such that A\p >
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A1(s,p, h) and A, \, A\1(s,p, h) as k — oo. Let uy, be an eigenfunction associated
to Ap, we can assume that

/ h(z)|ug(2)|P de = 1.
Q

Then {uy, }ren is bounded in Wep () and therefore we can extract a subsequence
(that we still denoted by {ug }ren) such that

up —u  weakly in W”’(Q),

up — u  strongly in LP(Q).

Then
/ h@)|u(@)|? dz = 1
Q

and
0= )l < KL= ) mint sy = Jim M [ (o) o
— (s, ph) / h(z)|u(@)|? dz.
Q

Hence, u is an eigenvalue of (3.11) with eigenvalue A1 (s, p, h). By Corollary 4.5,
we can assume that v > 0.

On the other hand, by the Egorov’s theorem, for any € > 0 there exists a
subset A of Q such that |A;| < € and ur — w > 0 uniformly in Q \ A.. This
contradicts the fact that, by Lemma 4.10,

*

) < a e Q:ugle) < 0}

( so(n — sop)P~tdiam(2)%0P
diam(Q)SP)\thHLoc(Q)sop + K

where sy € (0, min{s,"/p}) and C depends on n and p. This proves the theorem.
O

4.3. Global properties. In the rest of this section, for simplicity, we will
take h = 1.

Lemma 4.12. Let Q C R™ be a bounded domain with Lipschitz boundary and
p € (1,00). The first eigenvalue function Ai(+,p): (0,1] — R is continuous.

Proof. Let {s;};en be a sequence in (0, 1] convergent to s € (0,1]. We will show
that
J1i>nolo Al(sjvp) = A1(Sap)' (431)

We need to consider two cases: s € (0,1) and s = 1.
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Case s € (0,1). Let ¢ € C§°(2), ¢ #Z 0. Then

|p
/"/n |x— ‘n+sp dxdy
[ 1ot ds

for all j € N. Therefore, by dominated convergence theorem,

[p(x) — d(y)I?
L L
limsup A (s;,p) < K(1 .

[ o

As ¢ is arbitrary

)\1(Sj,p) < K:(l

limsup A1(s;,p) < A1(s,p)

Jj—o0
due to (4.26).
Thus, to prove (4.31), we need to show that

liminf A (s;,p) > Ai(s,p).
j—o0

Let {si}ren be a subsequence of {s;};en such that

lim A (sg,p) = liminf A (s, p). (4.32)
k— oo Jj—oo

Let up be an eigenfunction of (3.11) with eigenvalue Ai(sg,p) such that
||uk||Lp(Q) = 1. Since

. B » L o _
klirﬁioK(l Sk)[Uklyyern(gny = klirgio A1(sk,p) = hJIgggf/\l(SJ,p)

< limsup A1 (s;,p) < Ai(s,p). (4.33)
J—00
Then {K(1 — sk)|uk|€vsk,p(Rﬂ,)}keN is bounded, therefore {|u;€\€vsk,p(Rn)}keN is
bounded.
On the other hand, given € > 0 there exists kg € N such that s — e < s;, for
all £ > kg and, by Lemma 2.3, we have

1 1
|uk5‘€{/s—a,p(R’n) < |uk‘€{/5k’p(ﬂgn) +C(n,p) <(S_€)p - skp) HukHiP(Q) (4.34)
for all & > ko. Thus, using that ||ug||Lr(qy = 1 for all k € N and {|uk|€vsk,p(Rn)}keN

is bounded, we have that {uy}r>g, is bounded in Ws=¢2(2). Then there exists
u € W*=P(Q) such that, for a subsequence that we still call {ug}x>k,,

up — uw  weakly in WS SP(R"),

4.35
up — u  strongly in LP(9). (4:35)
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Then ||ul|zr) = 1 and by (4.35), (4.34) and (4.32), we get

KL= 9)luliy-cgny < Hminf K(1 = se) urlye—e.o gny

1 1
. . P _ -
< hkmmf {IC(I — sk)|uk|Wsk,p(Rn) + C(n,p)K(1 — sp) <(s 2 o >}

:nmhﬂ{kﬁmm+4XmmK@_S“(l_1>}

koo (s—¢e)p  swp
1 1
= lim it di(s;,p) + Olm p)A(1 = S)<(ssh7__sp>'

As ¢ > 0 is arbitrary, by Fatou Lemma, we have

K(L = 8)ulfyeny < K(1 = s) iminf [ufy. .., @n)

. (4.36)
< liminf A\ (s, p).
J]—00
Since ||ul|z» (o) = 1, by (4.26) and (4.36), we get
Ai(s,p) <KL = s)|ullyenm Ry < hmmf A(85,D)-
Case s =1. Let ¢ € C§°(Q2), ¢ £ 0. Then, for any j € N
/ / 19le) — W) ;4
ray
n Jrn | — "+SJ1’
A(s;,p) < K(1 —s5) o~y y| .
IREIRE
Thus, by Remark 2.15 and the above inequality, we get
|V¢( )P da
lim sup A1 (s;, p)
e / B dr
As ¢ is arbitrary
limsup A1 (s;,p) < A1(1, p).
Jj—o0
As in the previous case, to prove (4.31), we need to show that
liminf A\ (s;,p) > A1 (s,p).
‘]4)
Let {sk}ren be a subsequence of {s;};en such that
lim A (sg,p) = liminf A (s, p). (4.37)
k—o0 Jj—o0

25



Let uy be an eigenfunction of (3.11) with eigenvalue |[ug||» (o) = 1.Since

Jim K = si)luklyyor@ny = Jm A1(sk, p) = hjlgggf A1(ss,p)

4.38
< limsup A1 (s;,p) < Ai(s,p). ( )

j—o0

Then {K(1 — sk)|uk|€vsk,p(Rn)}keN is bounded, therefore, by Theorem 2.16, we
can extract a subsequence (that we still denote by {ug}ren) such that

up — v weakly in W'=5P(Q), (4.39)
up — u strongly in LP(Q), (4.40)

for all £ > 0, to some u € W, ?(Q). Thus, by (4.40), we have llull r (@) = 1 and
then

Ai(1,p) §/ [VulP de. (4.41)
Q

On the other hand, given € > 0 there exists ky such that 1 — e < si, for all
k > ko. Then, by Remark 2.17, we get

K€|uk|€vl,gwp(m < 2°Pdiam(Q)**~EIC(1 — sk)\ukm,sk,p(w Yk > ko.

)
Thus, by (4.39),
by <

4.42
< 2°Pdiam(Q)° lim inf A (s, p). -
j—o0

As e > 0 is arbitrary, by (4.42) and Theorem 2.14, we have that
/Q |Vu(z)[Pde = 6lir(r)l+ IC5|u\€V1,£,p(Q) < hjrggjlf A1(sj,p). (4.43)
Finally, by (4.41) and (4.43), we get
A1(1,p) < liminf Ay (sj,p).
j—o0

This completes the proof. O

For the proof of the following lemma we borrow ideas from [17, Lemma 2.3].

Lemma 4.13. For every interval [a,b] C (0,1] there is a § > 0 such that for all
s € [a, b] there is no eigenvalue of (4.23) in (A1(s,p), A\1(s,p) + 4].

Proof. Suppose the lemma were false. Then we could find sequences {s }ren in
(0,1], { Ak }ren in Ry and {ug treny in WP(Q) \ {0} such that

lim sy =s€(0,1], Mg > Ai(sg,p) VkeN, lim Ay — Ai(sk,p) =0,
k—o00 k— o0
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and for all £ € N |lug| rro) = 1 and

up = Ry p( Ak |ur [P~ 2ug). (4.44)
By Lemma 4.12,
klim Ak = Ai(s,p). (4.45)
— 00

On the other hand {|u|?~2ug }ren is bounded in L' (€2) due to lukllLe o) =
1 for all k¥ € N. Then, by Lemma 3.1, there exist u € LP(Q2) and a subsequence
of {ug }ren, still denoted {uy }ren, such that ug — w in LP(Q2) as k — oco. Thus

lug|P~2up — [u[P~2u  strongly in L¥ (). (4.46)

Then, passing to the limit in (4.44), using (4.45), (4.46) and Lemma 3.1, we
get
u = R p(Ai(s,p)|ul"~?u).

Therefore u is an eigenfunction associated to A1(s,p). Then, by Corollary 4.5
and Theorem 4.8, we may assume without loss of generality, that u > 0.

On the other hand, given s¢ € (0, min{s,?/p}) there exists kg € N such that
sk > s for all k > kg due to sy — s as k — oo. Thus, by Lemma 4.10, we get

[

) <z € Q: up(z) < 0} Yk > ko

( s0(n — sop)P~ ' diam(Q)*P
diam ()" g || Al oo () S0p + K

Then, since ux — w in LP(2), u must change its sign in , contrary to the fact
that v > 0. O

5. Bifurcation

Let Q@ C R™ be a bounded domain with Lipschitz boundary, s € (0,1], and
p € (1,00). In this section we consider the following non-linear problem:

{Es,p(U) = NulP2u+ f(z,u,\)  inQ, (5.47)

u=0 in R™\ Q,
where f: Q@ x R x R — R is a function such that
1. f satisfies a Carathéodory condition in the first two variables;
2. f(z,t,\) = o(|t|P~!) near ¢t = 0, uniformly a.e. with respect to z and
uniformly with respect to A on bonded sets;
3. There exists g € (1, p}) such that

o M@t

[t|—oo  |t|271

uniformly a.e. with respect to x and uniformly with respect to A on
bounded sets.
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A pair (A, u) € R x W“’(Q) is a weak solution of (5.47) if
9 p(,0) = / ()P 2u(z) + £, u, ) v(z) da,
Q

forall v € Ws’p(ﬂ). Here

K(1—s)Hsp(u,v) if0<s<1,

Ns,p(u,v) = /Q |Vu(x)|p_2Vu(x)Vv(fE) de ifs=1.

Remark 5.1. The pair (A, u) is weak solution of (5.47) iff (A, u) satisfies
u=%x(u)

where Zx(u) = Rs p(Mu|P2u + F(\,u)) and F(),-) is the Nemitsky operator
associated with f.

We say that (A,0) € R x W*P(Q) is a bifurcation point of (5.47) if in any
neighbourhood of (X,0) in R x W*P(Q) there exists a nontrivial solution of
(5.47).

The proof of the following result is analogous to that of Proposition 2.1 in
[17]
Lemma 5.2. Let © C R™ be a bounded domain with Lipschitz boundary, s €
(0,1], and p € (1,00). If (A,0) is a bifurcation point of (5.47) then A is an
eigenvalue of following eigenvalue problems

p

e o
u=0 in R™\ Q.

Let
A2(s,p) == 1inf {A > A1(s,p): A is an eigenvalue of (5.48)}.

For A < A1(s,p) or A1(s,p) < A < Az(s,p) the function u = 0 is the unique
solution of
u =Ry p(AulP~2u).

Then for A < A1(s,p) or A1(s,p) < A < Az2(s,p) we define the completely
continuous operator 7., : WP () — W** (1)

7—)\

S,p

(u) = T\’,syp()\|u|p72u).
Thus
ngWs,p(Q) (I - T)\ B(O7 ’I"), O)

$,p?

is well defined for any A < A1(s,p) or A1(s,p) < A < Az2(s,p) and r > 0.
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Theorem 5.3. Let s € (0,1], p € (1,00), and r > 0. Then

1 if A< A(s,p),

deg. I -T2 B(0,r),0) =
egW’p(Q)( s B0,7),0) {—1 if A1(s,p) < A < Aa(s,p).

This result is a generalization of Proposition 2.2 in [17], where the authors
show that

1 if A< \(1,p),

5.49
—1 if A (1, p) < A < Ao(1,p). (549)

degWOlp(Q) (I - 7d1>,\p(u)7 B(O7 T)v 0) = {

Proof. Let so € (0,1]. We begin by the case A1(sg,p) < A < Aa(so,p). By
Lemmas 4.12 and 4.13, there exists a continuous function p: [sg,1] — R such
that

A1(s,p) < p(s) < Aa(s,p) Vs € [so,1],
and p(s) = A. Then it is sufficient to prove that the function d: [sg,1] = R

d(s) = degwswp(ﬂ)(f — 7o) B(0,7),0)

s,p

is constant due to d(1) = —1
Let s € [sg, 1]. We define the operator Ps: LP(Q) — W*P(Q) as

Pa(u) = Re p(p(s)ul’~*u).
Then Py is completely continuous and
T =Py oi
where i: W*? () — LP(Q) is the usual inclusion. Thus, by Lemma 2.21, we get
d(s) = deg o) (I —i0Ps,0,0) Vs € [sg, 1] (5.50)

where O is any open bounded set in LP(2) such that 0 € O.
On the other hand, since p is continuous and by Lemma 4.12, we get that

the homotopy
[s0,1] x LP(Q2) — LP(Q)

(5,u) = Rap(p(s)|ul~?u) = (i 0 Py)(u)

is completely continuous. Then d(s) is constant in [sg, 1] due to the invariance
of the Leray-Schauder degree under compact homotopy and (5.50).

Finally, we consider the case A < A1(sg,p). Given a € [0, 1], the degree
degWSOvP(Q) (I - RSO,P(G’)‘\IIP(')% B(07 T)> O)

is well defined. Here ¥, (u) = |u|P~2u. Then, from the invariance of the degree
under homotopies, we get

degwﬂom(ﬂ) (I - RSO,P(a/\\IJP('))v B(O7 T)v 0) = degWﬁoyp(Q) (Iv B(07 T)v 0) =1

for all a € [0,1]. O
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Finally, proceeding as in the proof of Theorem 1.1 in [17], we prove Theorem
1.1.

Proof of Theorem 1.1. By contrary, suppose that (A1(s,p),0) is no bifurcation
point of (5.47). Then there exist £,dp > 0 such that for |A — A (s,p)| < € and
d < dg there is no non-trivial solution of

u—%x\(u) =0
with [|u]|yws.»@n) = 0. Since the degree is invariance under compact homotopies
degﬂWvS,p(Q)(I — %, B(0,4),0) = constant (5.51)

for all A € [A1(s,p) — &, A1 (s,p) + €.

Taking ¢ small enough, we can assume that there is no eigenvalue of (5.48)
in ()\1(87]9), )\1(8,})) + 6]'

Fix now A € (A1(s,p), A1(s,p) + €]. We claim that if choose § small enough
then there is no solution of

u— R pMulP2u+tF(\u)) =0

with [|u|lwsr@ny = 6, for all ¢ € [0,1]. Indeed, assuming the contrary and
reasoning as in the proof of Proposition 2.1 of [17] (see also Lemma 5.2), we
would find that X is an eigenvalue of (5.48), that is a contradiction.

Thus, since the degree is invariance under homotopies, by Theorem 5.3,

degii. oo (I — %#x, B(0,6),0) = deggyr. )L — T, B(0,6),0) = 1.

s,p?
In similar manner, we can see that
degww(m(l — %, B(0,0),0) =1

for all A € [\1(s,p) — &, A1(s,p)). Therefore deggr..p () (I — Zn, B(0,46),0) is no
constant function. But this is a contradiction with (5.51) and so (A1(s,p),0) is
a bifurcation point of (5.47).

The rest of the proof follows in the same manner as in [36]. O

6. Existence of constant-sign solution

Let Q C R™ be a bounded domain with Lipschitz boundary, s € (0,1), p €
(1,00), and g: R — R be a continuous function such that ¢g(0) = 0. In this
section, we will apply Theorem 1.1 to show that the following non-linear non-
local problem

(-A)u=glw) o
{u =0 in R™\ €, (6.52)

has a non-trivial weak solution. Observe that u = 0 is a solution of (6.52).

We will keep the following assumptions about g, throughout this section:
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AL g(t)
[t[P—2t

is bounded,;

g gt
A2. )= th_% mr=r < A(s,p) < 1‘1tr|n_>1£10f =

Note that, if g satisfies A1 and A2 then
g(t) = APt + f(t),

where f(t) = o([t|P™!) near t = 0. Then, our problem is related to the next
bifurcation problem

p

{(—A)Su = AulP~2u + f(u) in Q, (6.53)
w=0 in R™\ Q.

By Theorem 1.1 there exists a connected component ¢ of the set of non-
trivial solution of (6.53) in R x W*P(Q) whose closure contains (A1(s,p),0) and
it is either unbounded or contains a pair (A,0) for some A, eigenvalue of (4.23)
with A > Ay (s, p).

Lemma 6.1. Let  C R™ be a bounded domain with Lipschitz boundary, s €
(0,1), and p € (1,00). Then % is unbounded and

¢ C A ={(M(s0).0)}URxX D),

where & = {v € W*P(Q): v has constant-sign in Q}.

Proof. We split the proof in 3 steps.

Step 1. There exists a neighbourhood U of (A1(s,p),0) in R x W“’(Q) such
that €NU\ {(A1(s,p),0)} CR x £2.

Let us assume by contradiction the existence of a sequence {(Ag,ur)}ren of
non-trivial solution of (6.53) such that uj changes sign in 2 for all £ € N and
Aks ) = (A1(s,p),0) in R x W5P(Q) as k — oo.

For any k € N| since hy = A\ + f(@r)/|uy|P~%uy, is uniformly bounded in  and
ug, changes sign in Q, by Corollary 4.5 we have that 1 is an eigenvalue (4.24)
with h = h and 1 > Aq(s,p, hg). Thus, by Lemma 4.10 and using that hy is
uniformly bounded in €2, there exists a constant C independent of k such that

Hz € Q:ug(z) >0} > Cand {z € Q:up(z) <0} >C VkEeN. (6.54)

On the other hand, taking 4y = Uk/l\ukllvvs,p(m, it follows that the sequence
{Gr }ren is bounded in W#P(§2) then, via a subsequence if necessary, we have
that there exists u € W*P(£2) such that

U — u weakly in W“’(Q),
Gy, — w strongly in LP(§2),
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up — u a.e. in Q.

By (6.54),
u # 0 and u changes sign. (6.55)
Moreover
|tk (= WP
K(1- s)|u\€vs,p(Rn) < hm K1 / / |x = y|n+€p dxdy
= lim [ hg(z)|dg|? dz
k—o0 Q

M (s,p) / Pz,
Q

due to hy is uniformly bounded in Q, hgx(x) — A (s,p) a.e. in Q and 4 — u
strongly in LP(£2). Then

W
e
/|u|pd:17

Thus, by definition of A (s, p), we have that u is an eigenfunction associated to
A1(s,p). Therefore, by Corollary 4.5, u has constant sign, this yield a contradic-
tion with (6.55). Hence the claim follows.

Step 2. € C .

Again we proceed by contradiction. Suppose that there exists (A, ug) € €
such that can be approximated by elements of ¥ from inside and from without
S, that is there exist {(Ag,ur)}ke C € N I and {(p, Vi) ke C € N HC
such that (Mg, ur) — (Ao, u0) and (ug,vg) — (Ao, ug). By step 1, (Ao, uo) #
(A1(s,p),0).

Case up = 0. Thus \g # A1 (s,p). Proceeding in a similar manner as in the
previous step, we can see that Ay is an eigenvalue of (5.48) different to A1 (s, p)
and arrive to a contradiction.

Case ug #Z 0. We know that there exist {(Ag, ug)}treny C € NS such that

(A, ur) = (Ao, uo) in R x W*P(Q). Therefore uy is either non-negative or non-
positive and ug is a weak solution of

(=A)ypu = (/\0 + _Jluo) ) |ulP~%u  in Q,

|[uo[P~2ug
w=0 in R™\ Q.

S )\l(sap)

Without loss of generality, we can assume that ug > 0 a.e. in €. Since \g +
F(w0)/jug|P~2uy is bounded, by Theorem 4.3, we have that ug > 0 a.e. in .
Thus (Mg, ug) € 4. Argument in similar manner that in step 1, we can show
that (Ao, up) can not be approximated by elements of € from without 2,
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contradicting the fact that (Ao, ug) can be approximated by elements of € from
without 2.

Step 3. ¢ is unbounded.
Since € C 4, € does not contain a pair (A,0) for some A, eigenvalue of
(4.23) with A > A1(s,p). Then by Theorem 1.1, € is unbounded. O

Our next aim is to show that € N ([A,oo) X W“’(Q)) is bounded. For

this, we will need the following result. The proof is identical to the proof of
[17, Lemma 3.2].

Lemma 6.2. There exists a positive constant C such that if (A\,u) € € then
A< C.

Then for showing that € N ([A, 00) X ,V[vfs’p(ﬂ)) is bounded, it is enough to
prove the result given below.
Lemma 6.3. There exists a positive constant M such that for any (A\,u) €
€N ([A, C] x ﬁ//s,p(Q)) we have that HUHWw(Q < M. Here C is the constant
of Lemma 6.2.

)

Proof. Suppose by contradiction that there exists a sequence {(Ag,ug)}tren of
elements of € N ([A, C] x W“’(Q)) such that Ay — Ao and [Ju 7. o)
as k — oo. Without loss of generality we can assume that ug > 0 for all k£ € N.

Taking iy, = “/|lukllge,pq and by = )/ |u, P~ 2uy, for any k € N we have
that

— 0

Lo A p—2s fluw) s
U = Rsp <)\kuk|p Ug + MWHP Uk) .

On the other hand, {/f(wr)/juy|P~2u; }ren is uniformly bounded due to g sat-
isfies A1, then there exists h € L>°(2) such that

(ug)

LA LT AENNEEN 1 q
urP—2ur h weakly in LI(Q) Vg > 1.

Since R, to LY () with ¢ € (1,p%) is a completely continuous operator,

we have that there exists ug € W“’(Q) such that uy — ug strongly in Ws’p(Q)
and
ug = R p (Aoluol”">uo + hluol’uo) ,

that is ug is a weak solution of

{<—A>;u = (o + h(@) fuP2u i,

uw=0 in R™ \ Q.

Observe that ug # 0 and u > 0 due to ||ﬁk||'w75,p(m =1 and 45 > 0 in . Hence
1 =1 is the first eigenvalue of

{(_A);u = (Ao + h(x)) ufP~2u  inQ, (6.56)

u=0 in R™\ Q,
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and ug is an eigenfunction associated to 1. Then, by Corollary 4.5, we have that
ug > 0 in €.

Claim. h > X — ) a.e. in Q where \;(s,p) < A < liminf 9(s) .
|s]—o0 ‘S‘p_QS

Suppose the contrary, that is the set A = {x € Q: h(x) < A— A} has positive
measure. Since ur — ug > 0 a.e. in €2, by the Egorov’s theorem, there exists
a set U C € such that |Q\ U| < |A] and ux — oo uniformly in U. Then there
exists ko € N such that f(ur)/ju,|?~2u, > X — A for all k > ko because

f(s)

A1(s,p) < A < liminf 9(s) = A+ liminf ———

|s]—o0 |S|p_28 |s]—o0 |S|p

S

and therefore h(x) > X — )X a.e. in U. Thus A C Q\ U, then |A| < [Q\ U] < |A|,
which is a contradiction. Hence, the claim follows.

Since h(z) > A—dae in 2, A\g—A>0and A > \(s,p), we get \o+h(z) >
Ao+ A=A > Ai(s,p).
On the other hand, since p is the first eigenvalue of (6.56), we have that

|¢‘€V‘9«1’(R”)

1<K(1-y9)
/Q (Mo + h(x)| ()P da

Vo € C5°(Q).

Then for any ¢ € C§°(Q2)

(o +X= D0l < [ o+ A@)IO@P do < K1 = e
due to our claim. Then
Ao +A =A< Ai(5,p) < Ao+ A=A
getting a contradiction. Thus the lemma is true. O

Finally, we prove Theorem 1.2.

Theorem 1.2. By Lemma 6.2 and Lemma 6.3, €N ([A, 00) X W”’(Q)) is bounded.

On other hand, by Lemma 6.1, % is unbounded. Then there exists (A, u) € €,
due to € is connected. By A2 A < A1(s,p) and Lemma 6.1, u has constant-sign
in Q. Therefore u is a non-trivial weak solution of (6.52). O
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